
Introduction
We believe that there are persuasive arguments for investigating the application of qualitative modelling
techniques within medicines . Although the work reported here is concerned with the specific domain
of cardiac electrophysiology, we expect that some of the techniques will be more widely applicable
both within medicine and elsewhere .
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We have space here to give only the briefest outline of the processes we are trying to model; the
interested reader should consult one of the standard textS2.
The heart consists of four chambers: two atria and two ventricles . Electrically, however, the two atria
can be considered as one, and we shall refer only to the atrium ; likewise for the two ventricles.
In essence the function of the cardiac electrical system is to generate impulses at the correct rate, and to
deliver them to other parts of the heart so that they arrive at the correct times . Impulse conduction can
be likened to a row of falling dominoes . Cells that are polarised have a negative potential across their
walls (the upright dominoes) . If they remain in this state for long enough, they will spontaneously depo-
larise with the wall potential becoming positive (the domino will fall over) . However cells in different
parts of the heart have different spontaneous depolarisation rates . Under normal circumstances the cells
in the Sino-Atrial (S/A) node have the shortest spontaneous depolarisation time ; this region therefore
serves as the primary generator of impulses . Any polarised cell next to a cell which depolarises will
itself depolarise (one domino knocks over the adjacent one) . In this way, the impulse is propagated
throughout the conducting system and hence to the heart muscle . After some time in the depolarised
state, a cell will repolarise (the domino picks itself up) ready to repeat the cycle .
As we have said, in the normal heart impulses are generated the S/A node, which is located in the
upper atrium . They are then conducted through the atrium, causing the atrial muscle to contract and
giving rise to the P-wave observed on the surface electro-cardiogram (ECG) . The impulse is then con-
ducted from the atrium to the the ventricle through a single channel called the Atrio-Ventricular (A/V)
node located between the two. The main functions of the A/V node are to delay the propagation of the
impulse (to allow the atrium to contract fully) and to control the rate of impulse transmission to the
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ventricles should the atrium pathologically present it with too rapid a sequence of impulses. When the
impulse reaches the ventricle and depolarises the ventricular muscle, we observe the so-called QRS-
wave on the surface ECG.
The conducting system is subject to all manner of malfuctions which give rise to abnormal behaviours
(arrythmias) ; for example:
"

	

impulses may be generated in the wrong part of the heart ;
"

	

impulse pathways may be blocked;
"

	

parts of the system may take longer to repolarise than they should;
"

	

there may be additional pathological pathways.
Many of these defects may co-exist, making the number of potential behaviours very large indeed .

Objective
Our objective in this work is to model the operation of the conducting system at the above level of phy-
siological detail, to the point where a surface ECG can be given an interpretation in terms of a
behaviour cf the model. The model is basically a qualitative one, although we do make use of approxi-
mate numerical information when we believe such information to be used by clinicians; however we are
a long way from full numerical simulation3 . We are not concerned with detailed signal processing of
the surface ECG but rely on human intervention to segment the input signal and to attach (albeit tenta-
tive) labels (e.g . P-wave) to the segments .
We were inspired by the work of Bratko et al . on the Kardio system4 ; however it should be noted that
our aim is to work at a much more detailed level. Kardio dealt with descriptions of the ECG which
were averaged over time ; we aim to explain each feature of the signal . Furthermore, Kardio's model did
not operate at the level of physiological mechanism (polarisation, depolarisation, repolarisation, etc .)
which we represent .
This work brings together two existing strands of work in the Artificial Intelligence in Medicine Group:
that on qualitative spatial modelling (Gotts) and that on temporal reasoning (Hamlet) .

State Representation and Transitions
We describe more completely elsewhere a formalism for describing the possible electrical states of a
region of the conducting systems. A region can be as large or as small a portion of the system as is
desired depending on the degree of resolution required. At present we are using a three region model
(atrium, the A/V node, and ventricle) . Regions are divided into lobes where a lobe is a continuous por-
tion of tissue whose cells are all in the same electrical state - all polarised (P) or depolarised (D) . Thus
the state of a region is described in terms of its lobes and their relationship to one another - a region
with two lobes of depolarised tissue and one polarised being represented by the graph :

Again one can consider arbitrarily complex descriptions; we have limited ourselves at present to regions
with one or two lobes, having four possible state descriptions :

D-P-D

P D-P D P-D

These correspond to the situations where the region is totally polarised, is depolarising, is totally depo-
larised, and is repolarising. Our formalism allows us to derive a set of transition rules for the states of
the region . In this example they would be :

P -> D-P -> D -> P-D -> P -> D-P



We can express the connectivity of the regions in the forms of rules . For example :

If the A/V node is in the state P,
and the atrium makes a D-P -> D transition,
then the A/V node will make a P -> D-P transition .

This expresses the fact that if the AN node is polarised, the arrival of a wave of depolarisation from
the atrium will trigger a wave of depolarisation in the A/V node.
We now have a way of describing the states of different components (regions) of the system, and have
rules which define the allowable transitions between these states . We can aggregate these individual
region-state descriptions together into a global state vector for the entire system, for example :

Temporal reasoning
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Given this mechanism we can now explore the possible behaviours of the system from a given starting
state ; for example :
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This is similar to the way in which Kuipers' QSIM grows a tree of possible behaviours6 , and would
suffer from the same fate as QSIM, namely a branching behaviour which is very difficult to control,
were it not for the fact that there is a further set of constraints that we can bring to bear, namely con-
straints on the duration of particular region-states . For example, we know approximately the time that
the ventricle will stay polarised before spontaneous depolarisation takes place. Likewise we can put
upper and lower limits on the repolarisation time of the A/V node . Any behaviour which violates these
constraints can be pruned .

Temporal constraint management is handled by a general purpose temporal reasoner which is described
in greater detail elsewhere7 ; it is similar to the temporal database described by Dean and McDermott$ .
We maintain a database of temporal intervals in which different types of information can be stored :
"

	

Allen's 13 primitive temporal relationships (after, before, during, meets, etc) between intervals9 ;

" start times of intervals in absolute time units ; imprecision is handled by expressing these in
[min,max] pairs ; likewise for end times and durations of intervals;

"

	

times between the start and/or end points of intervals (again using [min,max) pairs) .
The temporal reasoner maintains consistency between all of this information, and informs the higher
level problem solver if any inconsistencies are detected . Searching is made more efficient by the incor-
poration of an ATMSt0, which allows different branches of the search space of behaviours to be
explored easily by changing context .
The temporal reasoner is used in qualitative simulation by mapping individual region-states into tem-
poral intervals . We can then express the state transition rules using an appropriate sub-set of Allen's
relationships . Consider, for example the D-P state of the atrium . We know that this state is met by the
previous P state of the atrium . It also meets the following D state of the atrium and if the AN node is



in a P state at that time, then the AN node will enter its D-P state (which is met by the atrial D-P
state) :

	

'
-- P ---I ----- D-P ----I---- D ---->

	

atrium
---- P -----I--- D-P -----> A/V node

In addition, as we have said, we can impose constraints on the durations of individual states . For
example, in a normal heart, the A/V node takes between 120 and 200 msec to depolarise (D-P state) .
Thus as we proceed along a particular branch of the tree of behaviours, we may come to a point where
we cannot satisfy all of the temporal constraints . That branch is then pruned .
So far we have been exploring all of the realisable behaviours from a particular model . However, if we
have a segmented ECG signal, we can go further and attempt to interpret those observations in terms of
a particular behaviour (or behaviours) of the model . We know that a given surface feature on the ECG
corresponds to a particular internal state ; thus the P-wave is the external manifestation of the depolari-
sation of the atrium (D-P state) . We can therefore assert that normally an interval corresponding to an
atrW D-P state must match exactly (Allen's equals) a P-wave interval .

"41odelling Pathological Conditions
Our model is specified in terms of:
"

	

the level of aggregation we chose for each region
"

	

the degree of complexity of lobes we allow for each region ;
"

	

the temporal constraints we place on the durations of states ;
"

	

the rules which govern the ways in which a state transition in one region affect state transitions in
others.

It is possible to alter this model in a number of ways in order to represent different pathologies ; for
example :
"

	

we can introduce new regions to model additional abnormal conducting pathways ;
"

	

we can alter state durations to model different electrical properties of a region .

Use of the Model
At present we generate a hypothesised (possibly faulted) model externally, and then run it to see if it is
capable of explaining the observed ECG. We would hope to move to a situation where a short list of
hypotheses might be derived from a fairly simple set of rules applied to the description of the ECG - a
surface, associational rule-based system generating hypotheses to be tested by a deeper, model-based
system . As a further refinement, the generate, test, and debug paradigm of Simmons and Davis 11 is
attractive.
It is not our intention to offer such an approach as the basis for a system to interpret raw ECG signals ;
such systems are available commercially and achieve high rates of accuracy . However, as far as we are
aware, they rely purely on signal processing and pattern matching, and have no underlying model.
When we observe our collaborating cardiologist we find that he uses such models extensively in teach-
ing, both to paramedical staff (nurses and ambulance drivers) and to junior doctors . It would be our
ultimate goal to integrate our techniques into a tutorial critiquing system .

Conclusion
We believe that the technique of applying temporal constraints to control excessive branching in quali-
tative simulation has a wider application than the specific domain of cardiac electrophysiology . It
should in principle be applicable to any simulation methodology in which behaviours are described
inherently in terms of temporal intervals, and we are currently investigating its use in conjunction with
the QSIM algorithm .
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