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Abstract account the variations of the time series values. The idea of
) S our proposal is to abstract the numerical values of the time
We present an off-line methodology for the identification of  series and to concentrate the comparison on the shape of the

Seres. _ _ _ time series.
Given a learning set, an evaluation of the capacity of several This work is related to previous works in similarity
alternatives to carry out correct identification is presented. For

this, the series are transformed into symbol chains by means Of témporal series, a general review was presented in
of several discretization methods. This transformation is done [Cuberoset al. (2002)], and with the works in discretization
over typified and differenced series, translating the quantitative of continuous attributes.
data to a qualitative description of the series evolution. Discretization is a process of transforming a contin-
Afterwards, a distance based on a kernel between literals uous attribute values into a finite number of intervals
IS .Ush‘“bd to Ca}'cu'?tiﬁe the S'md"";‘”% bettwe%” S?”esat%”‘f a k- and associating with each interval a discrete value. In
?oe_'g ours algorithm is used to identify the class it belongs [Macskassyet al. (2003)] was shown than even on purely
In the interval distance defined the similarity between symbols numerical-valued data the results of text classificatiothen
depends on the size and position of the intervals assigned to derived text-like representation outperforms the moreeai
each symbol. numbers-as-tokens representation and, more importastly,
The methodology has been tested with a television shares competitive wit_h mature numerical classification methods
dataset presenting a high success identification ratio and it only such as’'4.5, Ripper andSV M.
need a neighbour to find the correct class. These characteristics  In this work some previous works are extended to define a
are low influenced by size of the leamning set. methodology for the identification, after a learning prages
of temporal series.
Introduction The rest of this paper is structured as follows: first an

The studv of the t | luti f svst . .. overview of the methodology is presented, followed by a deep

€ study or the temporal evolution of SyStems IS an INCIP~ay ey of every step involved. Next a presentation of the dis

|enihre§elarc_h a:ea. Itl IS necgstsary the detz;]/elct)_pment .Of N&%nce based on a kernel over literals is included, and fimally
methodologies 1o analyz€ and 1o process the ime Seres O, qticy) implementation is described. Lastly, the cosidos

tained from the. evolution of these systems. D and ideas for future works are enumerated.
The time series, produced by a variety of applications, are

usual_ly stored in databases. !t is necessary to develop new Proposed Methodology
algorithms and techniques for its study.

A time series is a sequence of real values, each one repréhe off-line system thatimplements the present methogolog
senting the value of a magnitude at a point of time. A pos-Will be able to identify, after the study of a learning set th
sible field of application is the comparison of time series innéw series of a working set as belonging to certain classes.
numeric databases. We are interested in databases obtainedin overall diagram is presented in figure 1, some opera-
from the evolution of dynamic systems. A methodology totions and processes being omitted for clarity.
simulate semiqualitative dynamic systems it was propasedi Let B be a labelled database of temporal series. In the
[Ortegaet al. (1999)]. database, series frofdifferent classes are included. The

When we are working with time-series databases, one o$eries can be obtained by means of: recording the values of a
the biggest problems is to calculate the similarity betweermagnitude (physical, biological, economical, statidtietc)
two given time series. The interest of a similarity measurdn a real system, or from a model simulation.
is multiple. In this paper, this interest is focused on find- Each series belongs to the class represented by its label.
ing the different behaviour patterns of the system storeal in The labels are assigned taking into account the origin of the
database, looking for a particular pattern, reducing the-nu series or by a previos expert labelling process.
ber of relevance series before applying analysis algogthm A normalization process over the original set of series is
etc, as was presented in [Cubessl. (2002)]. applied. This process allows the comparison of series with

Many approaches have been proposed, sincdifferentscales. From the possible normalization methioels
[Agrawal et al. (1993)], to solve the problem of an effi- methodology implements a typification. After that, a new set
cient comparison. In this paper, we propose to carry oubf series, the difference series, are obtained from thdi¢ygpi
this comparison from a qualitative perspective, taking int series.



The typified (and differenced) set of series is splitted into The series obtained with a typification process are charac-
a learning subset and a test subset. The elements compouridrized by:
ing both subsets are selected randomly. This splittingge®c ) )
takes into account the classes stratification in the dagabas ® The series are unit less.

The next step translates the series into symbol chains. Thig the ayerage is.
task will be performed by applying discretization methods.
As there is no universal optimal method we try several methe The standard deviation is
ods. Then we select the local optimal for the actual dataset. . ) ] o

The equal amplitude intervals, equal frequency intervals® They are invariant against scale and offset shifting, when
CUM, CAIM and DAC methods will be used. The first  the offset is positive, following the similarity definition
two are usually unsupervised discretization methods. The Presented in[Goldin and Kanellakis (1995)].
future objective of defining the methodology from an unsu-
pervised perspective is the reason for the selection oiﬁ:theq.j
methods.

Especially, theZ’ AT M method has been selected becaus
its good results and is contrasted with other methods.

The typification is very robust to outliers in the series val-
es produced by noise, the opposite of what happens in the
normalization ised in [Cuberat al. (2003)].
€ Let Xp = (do,...,d;_1) be the series of differences ob-
tained fromX as follows:

System ____ di — fi _ fz‘—l (1)
—
- Random | 4 he diff i ly show th lution of the ti
Leamning P et T The difference series only show the evolution of the time
Set series, so we focus on the overall shape and not on particular
values.
This difference series will be used in the labelling step to
Learning produce the string of characters corresponding to
Subset Figure 2 shows an example of a partial typified curve with
their derivative values and the assigned label to eachitrans
Discrefization | tion between adjacent values. The example uses a symmetri-
Methods cal discretization wittb ranges whose boundaries are shown
as horizontal lines.
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Figure 1: Proposed Methodology o o S u Dm ! mm
The system evaluates the number of success identifications 4 |
of the test subset using the k-neighbour algorithm for each h

discretization method. The similarity of two series is com- 06 -
puted by an interval distance [Gdezet al. (2004)].

As the original database splitting process was implemente#figure 2: Sample of translation. The original time seriks, t
as arandom selection, all the processes described must be glues of differences (in bars) and the assigned label
peated several times. So the system eliminates the pdagsibil
of pathological combinations.

Finally, the system selects the discretization methods thasplitting Database
computes the average better success identification rdtie. T o, with the set of typified series, two subsets will be cre-
method will be used for the identification of the new seriesyreq: a learning subset and a test subset. The election of the
presented to the s_ystem. . . . components of each set will be randomly done.

In the next sections all this steps will be deeply described.  The number of series representing each different class can
Typification be va_\riable, so the selecti(_)n of_elements of b(_)th subsets mus

take into account the stratification of classes in the da@ba
Before any other process was done with the series, a typifi- In this work the splitting process will follow an usuzb —
cation task is accomplished. The typification step prodaces 30 ratio for the learning and test subsets.
new set of series. The splitting process is aleatory, and all the following-pro

Let X = {zo,...,z,} be a time series, and letr = cesses are based on its output, so the final result can be af-
{zy, ..., £, } be the typified temporal series obtained fréfn  fected by a pathological draw. As a preventive measureall th



processes will be repeated several times. The number of iter complete study can be found in [Cochran (1977)] and
ations is a function of the data nature, but without any other [Gonzlez and Gavén (2000)].

study we have selected a value20D iterations. It is impor- )

tant to remember that the methodology is defined as off-line. In the Equal Width, Equal Frequency a6d/ M, the user

With the two subsets defined, the learning task can begin.must specify the number of intervals to be computed. As there
is no rule for an optimal value all those methods will be calcu

Discretization methods application lated from 2 to 9 intervals. We are interested in a low number
In this step several related tasks are accomplished: of discretization intervals.
. o ] _ All the applications of the methods, a total 24, are ap-

e The discretization methods are applied over the learningjied to the learning subset and sets of interval boundaries
subset producing a set of landmarks. obtained. A symbol, actually a single character, in alptiabe
gal order is assigned to each interval. Each symbols is under

stood as a qualitative label denoting the series evolution.
This relation between intervals and characters is the key to
e Finally the series are translated into symbol chains. transform the differences series generated in the typificat

. . ) . process into strings of characters.
There is no universal method that computes an optimal dis- |y hrevious works we defined the similarity as the number

cretization olf a cznt&nuqus lattrlbute.l Our approach wilev 4 ordered symbols in two series. Now we will use a new
uate several methods simultaneously. distance, a kernel over symbols from a discretization Eece

We can find a variety of discretization methods in the lit- g hovel distance will be presented in the next section.
erature; from the unsupervised algorithms (that diseediz

tributes without taking into account respective classlgl®s  |nterval Kernel

equal interval width, equal frequency interval, k-means<l . . . .

tering or Unsupervised MCC, to supervised algorithms like | NiS Section follows the work in [Gomgezet al. (2004)]. In.

ChiMerge, CADD, 1RD, D — 2 or maximum entropy. An €SSence, the goal in the construction of kernel functiots is

ST Quarantee the existence of an appllcgtybdef_med from the
[Doughertyet al. (1995)]. working set, X’ (which not necessarily is provided from a pre-
vious mathematical structure) to a vectorial space eqdippe
with a dot product named feature spage,

e FEqual Width Intervals or EWI.This is the simplest From this functionp, in general non linear, the kernel func-
discretization method. The range of values for a contintion is defined, denote#(-, -), over pairs of elements of the
uous variable is divided intb equal size intervals. The ex- working set as the dot product of their transformations into
perience shows that the division of a group of values intathe feature spaée
ranges, or intervals, with the same amplitude is the least
noise sensitivity division, but it is the most losing infcam E(-,-) ={(o(:),0(: )Y+
tion method as was shown in [Cubetsal. (2003b)]

e The landmarks are used as the limits of intervals and
qualitative symbol is assigned to each.

The methods we will evaluate in this work are:

_ _ The kernel functiork(-, -), calledMercel Kerne] let us es-
* Equal Frequency Intervals or EFI. This method finds  {apjish similarities between the original elements fromitth

a set of intervals that present an approximate equal numbgfansformed ones, so a distnace between the points of origin
of values. So every symbol has the same representatiqthn, occasionally be defined.application, therefore, mus be
power in the set of series. The ends of the intervals argp|e to highlight the essential characteristics of thedhitet
selected as the corresponding percentiles. elements, so they must be considered when elaborating a sim-
o CAIM. CAIM (class-attribute interdependence maxi- l1a/ity and distance measure. Therefore, the image spage of
mization) is a supervised discretization method and it ob@PPlication is known as feature space or space of characteri
tained good results, in terms of number of intervals, whert'®S: . : L
compared with other five state-of-the-art algorithms, in_ Following the interval research approach, it will be dedote
[Kurgan and Cios (2004)]. The comparison included equapPy Z the family of all the openintervals:, b) contained in the
width and equal frequency. real line< of finite dimension,,

e DAC method. The Discretization based on the Associ- IT={(a,b)CR:a<ba#—00,b# +o0}
ation Coefficient, orD AC, is a supervised discretization
method defined analogously t6A7M. The method is It better denotes the intervals in the fodim= (¢ — r,c + r)
based ony? Test, so it has a statistical foundation. This wherec is the center and the radius. Thus a functiog is

method was defined in [Goalezet al. (2004b)]. defined:
A 2
e CUM method. This method was devel- ¢ - I
oped in [Cochran (1977)] and implemented in c aj;  a1g c
[Gonzilez and Gavén (2000)].  This method makes o) =A{ | )= a9 Ggo r

a clustering of the initial values minimizing the average
of the deviations, with the constraint that all the class (. .y is denoted a dot product.

marks be equally representative. This process is de- 2|y default, we are working with open intervals, but it is posible
fined based on the statistical sampling techniques and @ translate the study to closed intervals naturally.



thus, the kernel is:

kI, L) = (@ rl)S(@)

T2
and, a distance among intervals is:

B(1.I) = (Ac Ar )s( X )

wherel; = (¢ —ri,¢1+71), o = (ca — 12, ca+12), Ac =

co — c; andAr = ro — r1. Too, A must be a non singular

matrix, so¢ be an inyective application, anfl = A*A a
symmetrical and positive defined matrix.

Thereby, foralld < A\ < 1:
mA~ < Ky\(P1,P2)<m, YPl,P2cP
Property4 Let A be an alphabet and P =

{P\P;---P,, P, € A} (the set of all words that have
same sizex). Then

K,\(P17P2) — Z)\(ﬂ(Pli,PQi)
=1
is a Mercer Kernel.

It is very important to know that in this language obtained
from the labelling process, each word has a meaning since

This way, the weight to give to the position of the intervals, it represents a whole interval of values. For this reason, we

¢, ant to the sizey, can be controlled.

should ask ourselves which are the characteristics we want

Thus, the conversion of a continuous attribute in labeld© take into account in each word of the language to be able

from the construction of different class intervals allovesta

to interpret meaning from them. This kernel considers the

use as the distance between labels the distance between intf!lowing ones:

vals, as shown in the example section. In the subsequent, we

will consider that symbols are letters.

Kernel over letters from disretization process
Let be an alphabet dfletters which we denote:

A:{AlvAQ?”'vAé}

e The order of the letters in each words.
e The size of the words.
e Comparison letter by letter.

The A parameter models the importance given to matching
symbols versus the comparison of different symbols. For co-

and letP be a set of the all possible words with this alphabet.incident symbols the value is always All our tests show

Lets P1 and P2 be two words orP that we denote:
Pl1=P1,P14---P1, P2 = P2,P2,---P2,,
with n > m, P1;, P2; € A. Akernelis defined:
K\ (P1, P2) = max {Z AL Pl P2) . — m}

i=1

where0 < \ < 1 andd(-, ) is a distance among two letters.

Note 1 If the words are the same sizethen:

KA(P1,P2) = Y AL (PLoP2)
=1

Note 2 This kernel is a radial basis function (R.B.F.) since it

is defined like a function of a distancgd(P1, P2)).

Property 1: If 0 < A1 < Ay < 1thenK,, (P1,P2) <
K,,(P1,P2)forall P1, P2 € P.

Property 2. K,(P1,P2) < m for all P1, P2 € P and
0 < A < 1. This threshold is hofd

Property 3. Let ber = max;; d(A4;, A;) with 4;, A, € A.

ThenmA™ < K,(P1,P2) for all P1, P2 € P and0 <
A < 1. This threshold is reachéd

%If P2 = P1,Ply--- Pl,, thenK,(P1, P2) = m.

‘LetbeA = A; andB = A, such thatd(A4, B) = r? then if
Pl =AA..--AandP2 = BB --- B with size of P1, n, and size
of P2, m. Thenis true thaf{ (P1, P2) = mA.

that, for identification purposes, the value bthas low or
none influence.

Evaluation and Identification

In this section the quality of every proposed method is eval-
uated. We define the quality of a discretization method as
its ability identifying correctly the class to which new &=
from the work set belongs.

The test will try to identify every verification series by the
nearest neighbour algorithm. The label of the learningeseri
more similar to the new series is checked against the label in
this series, testing if the system chooses the right label.
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|+ CAIM = DAC -+ CUMO2 = EFI03 -e- EWI09]

Figure 3: Identification Average (%) in Test Subset vs. Num-
ber of Draws



For the previous test we take all the series and every dis- From the224 series in the learning setqx 7), the learning
cretization method is applied. The application of the mdtho and test subsets are completed wisd and70 series respec-
will consist in the translation of the series in chains of sym tively.
bols and the calculation of the similarity between every pai  The application of the presented methodology achieves a
by means of the interval distance. 95% correct identification rate from the work set serig33

Once all the results are obtained for each method in evergver 140. The best discretization method for this data set is
try, changing the learning and test subsets, the best methddqual Frequency Interval with 3 labels.
for the actual dataset is elected. That level of right identification is very high but it is pos-

After the election of one of the discretization methodss thi sible to ask about the influence of the different parameters
is applied to all the series in the learning set obtaining theresented.
final set of interval boundaries. The first open question in the proposed methodology is the

Finally, after calculating the set of intervals produced bynumber of iterations of the draw-learn-test cycle. Obvigus
the best discretization method, the system that implementsis value depends on the data nature.
this methodology notifies the user the end of the learning. In figure 3 we present the relation between the number of
Now the user can present a set of new unlabelled series, therations and the average of correct identification in tes t
work set, and obtains an answer from the system. The answeubset. Except for thEWW I with 9 labels, the values are very
is the class corresponding to each series using the series efable with more thao iterations. Even considering W I

the learning set as class representant. there is no important variation aftéé draws.
In the future perhaps a detailed study of the identifications
Test can be used as a stop criteria for the selection of the best dis

We will work with a set of television shares from the sevenCretization method.

main television stations in Andalusia. The data has been pro ) o

vided by Canal Sur Television, a company of Grupo Radio Discretization Methods

Televisbn de Andalut@, and generated by [Sofres]. CAIM | DAC |CUMO2| EFIO3 | EWI09
The series represent the average share 1forminute 90,6 | 91,7 | 90,8 | 955 | 88,1

1
[2]
blocks, so the series ap6 elements length. S5 [3 | 894 8941 8841 954 1 875
We have selected the fir82 Wednesdays of ye&003 as 2| 5 891 1 898 | 891 1 952 | 881
the input set of the series. Oth2d Wednesdays are used ~ 2 | 7 | 896 | 90,51 90,0 | 955 ) 89,3
as work set. The series are labelled with the name of the € | 9 | 894 1 90,7 | 89,9 | 952 | 89,9
corresponding television station. o 11 ] 895 | 903 | 894 | 946 | 90,1
2 13 | 89,6 | 90,2 | 89,2 | 94,2 90,4
Neigbours g 15 89,5 | 89,7 88,6 94,1 90,7
1 3 5 bz 17 89,1 89,0 87,8 94,0 90,6
Method Labels | Avg. StDev] Avg. StDev| Avg. StDev. 19 89,0 88,0 87,0 93,8 90,7
CAIM 7 | 906 43[ 894 46| 891 47
DAC 3 | 91,7 2,7/ 894 28] 898 28
g ngg i'g 221‘1‘ 421'2 SZ,; g,g Figure 5: Identification Average (%) in Test Subset vs. Num-
4 | 760 60713 53 710 56 ber of neighbours
5 | 732 54/ 71,0 54/ 723 55
cum 3 gg’g ‘3"2 gg’g g'g gg'? i'g But if the average of correct identifications it is important
8 853 33| 828 30| 821 34 also the variance in the percentage of identifications can be
9 | 85 32| 849 26 847 31 considered to evaluate the best method. Figure 4 shows the
2 912 29 909 27 90,8 29 average percentage and variance for all methodelrdraws
3 955 21 954 20f 952 20 for 1,3 and5 neighbours.
g 22’2 g; gg’g 2? gg’j g'g In this figure the identifications witBynamic Time Warp-
EFI 6 803 41| 777 47| 764 49 ing, DTW, are shownDT'W [Sakoe and Chiba (1978)] is a
7 747 48| 718 53| 711 54 well known method in time series community.
8 758 43| 712 49 707 50 Another question is if a different number of neighbours in
9 747 53| 704 53| 691 62 the k-neighbours algorithm has influence in the results. Al-
g ‘7‘;’8 1;? gg’i 12@ gg'? 12!8 though the value of in the k-neighbours algorithm has little
4 219 120| 674 142| 689 144 impact in the execut_ion t_ime, figure 5 shows t_hat are not ob-
5 | 749 107] 710 130 720 119 tain better results with higher values lof The figure repre-
EWI 6 724 110| 684 13,7 704 136 sents the average identification for all the discretizatmath-
7 858 7,8/ 848 82 8,0 83 ods with the odd values @éffrom 1 to 19.
g gg’? Z’g Q?’;‘ 12';‘ gg'? 1;@ As was said in the kernel definition the value of thea-
5TW - 803 37| 781 44| 765 43 rameters has no effect in identification task. The figure 6

shows how only th&” AT M method is affected by the value

] o .. oflambda.

Flgure 4: Identification Average (%) and Stz_:mdard Deviation - Fipally we want to analyze the influence of the input set of
in Test Subset00 Draws) vs. Number of neighbours series on the total series can be also raised. We have carried
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