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Abstract. A challenge for any case-based reasoning system is how to acquire the 

cases with which to reason. Here we explore acquiring cases via natural language 

instruction by a person. We show how, using microstories (1-3 sentence stories) 

expressed in simplified English syntax, small cases – called common sense units 

– can be incrementally added to improve analogical reasoning performance. 
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1 Introduction 

A challenge for analogical reasoning, or any case-based reasoning system, is how to 

acquire the cases with which to reason, a separate challenge from how those cases are 

reasoned with. Hand-encoding does not scale. Most machine learning systems now fo-

cus on feature vectors rather than the relational representations that are the hallmark of 

analogy. Exceptions, like inductive logic programming [1] and other forms of statistical 

relational learning [2] themselves require formal representations of examples from an 

external source. We present a system which acquires cases from a person through nat-

ural-language instruction, and show that these cases are useful in a system that reasons 

by analogy. We accomplish this by expanding our dialogue and natural language un-

derstanding (NLU) systems and integrating them with an analogical reasoning system. 

We start by reviewing the Companion cognitive architecture, its language system, 

and the structure-mapping models and Cyc-derived ontology used. We describe Ana-

logical Chaining (AC), wherein multiple analogical retrievals elaborate a situation, 

providing a set of plausible explanations and predictions [3]. We show that cases can 

be learned through natural language interaction with a person and used in AC to answer 

commonsense reasoning questions. We close with a discussion and future work. 

2 Background 

2.1 The Companion Cognitive Architecture 

The Companion cognitive architecture [4] takes analogical reasoning as a core cog-

nitive capacity. Companions are intended to work alongside and interact with humans. 



A Companion’s setup may vary by task, with different agents performing language 

process, analogical retrieval, visual reasoning, and problem-solving.   

2.2 The Cyc Ontology and EA Natural Language Understanding 

We use the Cyc ontology [5] as a source of representations. The subset of contents 

of ResearchCyc that we use for our knowledge base contains over 110,000 concepts 

and over 33,000 relations, constrained by over 4 million facts. We have added addi-

tional knowledge to support qualitative reasoning, analogical reasoning, and learning, 

as well as additional lexical and semantic information. The knowledge is partitioned 

into over 41,000 microtheories, which can be linked via inheritance relationships to 

form logical environments to support and control reasoning.  

For language understanding we use the Explanation Agent Natural Language Un-

derstanding system (EA NLU, [6]). EA NLU uses Allen’s bottom-up chart parser [7] 

to produce hierarchical parse trees for a given sentence. At the leaf nodes of the trees 

(representing individual words or compound phrases), subcategorization frames are re-

trieved and used to generate choice sets for those words or phrases. Interpretations are 

formed by selecting consistent sets of choices, which is done automatically [8]. Coref-

erence resolution is used to merge different references to the same underlying token.  

EA NLU uses a simplified English syntax, which is roughly that used in elementary 

school reading materials. We use simplified syntax to focus on semantic breadth, the 

range of ideas that can be expressed in the underlying representation, over syntactic 

breadth, the range of surface forms that can be processed. EA NLU uses Discourse 

Representation Theory [9], implemented via microtheory inheritance, to construct a full 

semantic description of sentence content. This allows us to handle negation, implica-

tion, quantification, and counterfactuals, using nested discourse representation struc-

tures (DRSes). Once language processing is complete in EA NLU, these DRSes are 

converted to standard CycL representations and scoped by microtheories. 

Using ResearchCyc representations allows us to leverage the several person-centu-

ries of work that has gone into its development and reduces the risk of tailorability, as 

does using natural language inputs. Using language and someone else’s representations 

reduces the chance that our results come from having spoon-fed answers to our systems. 

2.3 Analogical Reasoning and the Structure-Mapping Engine 

Analogy is an important reasoning and decision-making tool; we use past experi-

ences to understand and make decisions in new situations [10]. We use Gentner’s struc-

ture-mapping theory of analogy, which argues that analogy involves finding an align-

ment between two structured descriptions [11]. The Structure-Mapping Engine (SME 

[12]) is a computational model of analogy and similarity based on structure mapping 

theory. SME takes in two structured, relational cases (a base and a target) and computes 

up to three mappings between them. Mappings include the correspondences between 

the cases, candidate inferences suggested by it, and a similarity score that serves as a 

measure of how good it is. If a candidate inference involves an entity not present in the 

other case, that entity is hypothesized as a skolem entity. 



 

 

Running SME across every case in memory would be prohibitively expensive, and 

implausible for human-scale memories. MAC/FAC [13] retrieves cases that may be 

helpful for analogical reasoning from a case library without relying on any indexing 

scheme. It takes in a probe case like those used by SME, as well as a case library of 

other such cases. MAC/FAC efficiently generates remindings, which are SME map-

pings, for the probe case with the most similar case retrieved from the case library.  

2.4 Common Sense Units 

We hypothesize that experience, both direct and cultural (e.g., acquired from others 

in society) is carved up into small, coherent pieces, and combined via analogical gen-

eralization to create probabilistic structures (via SAGE, [14]). These generalizations are 

not rules, but can behave like rules when applied by analogy, and serve as grist for 

analogical reasoning about novel situations. Because they include fewer statements 

they are less specific (in the model theory sense), and more likely to match to a wide 

range of cases, than a larger, more detailed, previously seen case. 

Our prior work on exploring analogy in commonsense reasoning focused on reason-

ing about the behavior of continuous systems [e.g. 15, 16]. We have argued that much 

of human abduction and prediction might be explained by analogy over experiences 

and generalizations constructed from them [17]. In Analogical Chaining (AC), analog-

ical retrievals are repeatedly performed, each time incorporating into the probe case 

previous inferences [3]. Retrieved cases might be specific situations or larger structures 

like scripts [e.g. 18] and frames [e.g. 19], if they are good matches for the situation. 

However, we also propose that experience is factored into Common Sense Units 

(CSUs), cases in the case-based reasoning sense, that are typically larger than single 

facts and smaller than frames or scripts. A CSU consists of several facts that relate, for 

example, types of events with their causes or effects. Such cases are predictive when 

the precursor matches the current situation, and explanatory when the outcome matches 

the current situation [17]. These small cases should be easily transferrable to a wide 

range of relevant situations, since they contain less non-overlapping information.  

We think of CSUs as the set of facts surrounding a particular common plausible 

inference. For example, a CSU for love might encode that if one person loves another, 

they will strive for positive outcomes for that person. CSUs are intended to be smaller 

than situations, hence making them more compositional. This paper explores how 

CSUs can be learned from short natural language examples provided by a person. 

2.5 Analogical Chaining for Commonsense Reasoning 

A central goal of Artificial Intelligence research is to develop systems capable of 

commonsense reasoning [20]. Commonsense reasoning generally refers to those kinds 

of knowledge and inferences that people make naturally about the everyday world. 

Many models for commonsense reasoning have been proposed, ranging from logical 

reasoning using general, first-principles axioms [e.g. 21, 5] to numerical simulation 

[e.g. 22]. We believe analogical reasoning is a promising approach for three reasons. 



First, analogy works with partial knowledge: in the absence of a fully articulated gen-

eral theory, we can still work with the examples we have. Second, analogical generali-

zation can enable a system to learn probabilistic relational schemas that represent ex-

perience. Third, analogy can import whole relational structures from a single case, gen-

erating multiple inferences at once rather than one inference per rule. 

Many prior computational models of analogical reasoning have treated analogy as a 

one-shot process: a single analog is retrieved and used, or replaced with another if the 

first is unsatisfactory. AC goes beyond that, using the elaboration of a situation by anal-

ogy to retrieve yet more analogs, similar to how chaining in logical inference works.  

AC proceeds as follows. A Companion has a case library of CSUs that is a stand-in 

for some of the commonsense knowledge a human gains over their lifetime. Questions 

and answers are read in using EA NLU and stored in the knowledge base. The system 

uses the current situation (the target) as a probe for MAC/FAC over the case library. If 

no mapping is produced, it seeks another reminding, without cases that were rejected 

or previously used. If a mapping is found, any candidate inferences are asserted into an 

inference context, along with statements indicating what category any skolems belong 

to. Inferences are placed in a separate context from the case because there is no guar-

antee that they are correct. Another retrieval is then performed, with the probe being 

the union of the target and the inference context. If no information was added to the 

case, the previously retrieved analog is suppressed, to prevent looping. When infor-

mation is added to the inference context, previously rejected CSUs are freed up for 

future retrieval in case they might build off the inferences just made. The process re-

peats until an answer has been found (for a question-answering task) or there are no 

more inferences to carry over into the target case. Currently the system is specialized 

to answer 2-choice multiple choices like those from the Choice of Plausible Alterna-

tives (COPA, [23]) test of commonsense reasoning, but this is an easily changed im-

plementation choice (Figure 1). Here we modify the system such that if it fails to get 

an answer, instead of giving up, it prompts the human user for a relevant CSU, ex-

pressed as a natural language microstory, which would enable it to get the answer. Mi-

crostories are short (1-3 sentence) pieces of text which conveys relationships that can 

be used as a CSU. These are read using EA NLU and added to the case library. 

Fig. 1. Analogical Chaining Workflow for Answering COPA Questions 



 

 

There are several potential advantages to this model. Cases can be dynamically 

added to the case library and used immediately. AC enables both inference about what 

is present in the case (filling in implicit relational links) as well as abductive explana-

tions for what caused an event or predictions about what might happen next. 

Analogy can go awry as well – no reasoning system with imperfect information and 

finite resources can always guarantee valid results. In particular, cases whose structure 

consists of mostly common abstract relations can seem applicable to a large variety of 

situations. Yet AC should provide a compression of the inference space, in terms of the 

number of inferences completed per step and fewer inappropriate branches explored, 

compared to logical chaining. Of course, AC is neither logically sound nor complete. 

We note that human reasoning is not either, but whether or not the error patterns AC 

exhibits are human-like is a topic for the future.  

In [3] we showed that AC could be used to solve COPA questions, given a case 

library of appropriate CSUs. Our original AC system solved seven COPA questions 

selected for their linguistic simplicity and because several relied on a common piece of 

knowledge: that a violent impact harms the thing impacted. For several of these ques-

tions the system was also able to reason its way to a plausible explanation for the in-

correct answer, but selected the correct answer since it required fewer inference steps. 

AC was necessary since finding every solution required two or three analogies, and 

several reused the same piece of knowledge. While only a few (7 of 500) questions 

were attempted, and a very large case library of CSUs will be necessary before running 

the entire COPA test, this work suggests that AC could be a viable reasoning tool. 

3 Current Work: Natural Language Instruction of CSUs 

For analogical reasoning systems to scale they must be able to acquire cases natu-

rally, e.g. from interaction with humans, rather than requiring hand-engineering. In [3] 

we hand-engineered cases because we wanted to see if Analogical Chaining was a via-

ble approach for commonsense reasoning. Addressing the knowledge acquisition bot-

tleneck is important, since AC (or any other knowledge-rich technique) will not scale 

if the knowledge has to be hand-represented. Generating representations by hand is 

complex, time-consuming, and requires substantial training. But if we can gain the 

knowledge we need via natural language interaction, potentially any native speaker be-

comes a teacher for the system, and crowds can be recruited to add CSUs.  

This is not easy. Any system which takes in natural language and outputs usable 

representations requires three things: (1) lexical and grammatical coverage of linguistic 

inputs, (2) the ability to derive reasonably correct semantics for that input, and (3) the 

ability to construct representations useful for analogy. The first two are ongoing pro-

jects in many labs, including ours. The last requires the representations to be structured, 

with nested relational structures when appropriate.  

This work advances our goals in two ways. First, we demonstrate that an analogical 

reasoning system can incrementally add to its case base through natural language in-

struction and provide further evidence that AC is a viable commonsense reasoning tech-

nique. Natural language instruction should allow AC to scale up its usable knowledge 



without relying on system experts. We also extend EA NLU to introduce more rela-

tional structure at the discourse level. Previously EA NLU generated representations 

that were generally structurally flat, but SME operates best over structurally deep rep-

resentations. Here, we use two simple narrative patterns to express cause and effect:  

“<cause>. This causes <effect>.” and  

“If <cause>, then <effect>.” 

The first pattern is useful because EA NLU’s coreference resolution system automati-

cally resolves the word “this” at the beginning of a sentence to the DRS for the previous 

sentence, and the conceptual representation for the word “causes” leads to constructing 

nested structured representations useful for SME and analogical chaining. The second 

narrative pattern generates similarly nested causal representations; while this pattern in 

natural language expresses a rule, its underlying semantics as understood by EA NLU 

can be used by SME as a case from which to reason. 

Finally, we integrated components of the Companion architecture that previously 

were not used in concert: while past Companion systems have used NLU, interactive 

dialogue, or analogical reasoning, this work represents the first time a Companion sys-

tem has used all three in the same task, representing a step forward for the architecture. 

While this work relies heavily on NLU, the NLU system is fundamentally a means 

to an end. Our goal is not to extend Companion NLU capabilities, but to scale up case 

learning for analogical reasoning. We therefore supplement EA NLU’s capabilities 

only when its limitations become obstacles (usually when a word is missing). Changing 

how causal stories are processed was crucial since the previously generated flat repre-

sentations were not useful to SME.  In the course of performing this research we also 

added support for a handful of previously unknown words, fixed bugs in two grammar 

rules, and extended dialogue management to enable Companions to request, process, 

and store microstories appropriately. Vocabulary and grammar limitations are the pri-

mary reason we are currently unable to attempt more COPA questions. 

Six additional COPA questions that were previously not attempted by our system 

are now solvable using CSUs input in natural language with the above two construc-

tions. Two examples illustrate the strengths and potential pitfalls of our approach. 

Question 6 in the COPA training set is as follows: “The politician lost the election. 

What was the cause of this?” The possible answers are “He ran negative campaign ads” 

and “No one voted for him.” None of the previously ontologized CSUs had anything to 

do with elections or politicians, so the AC system had no inferences to make initially. 

After failing to retrieve a useful case, the system now prompts the user for a microstory. 

Two microstories were provided to the system: “No one votes for a candidate. This 

causes the candidate to have no votes.” and “A candidate has no votes. This causes the 

candidate to lose the election.” In constructing a CSU from the first microstory, EA 

NLU successfully understood that the third and final words were different senses of the 

word “votes” (and different parts of speech), and correctly generated representations 

that expressed “the state of the world in which no people vote for a candidate causes 

the state of the world in which that candidate has received no votes.” Note also that the 

microstory used “candidate” rather than “politician”, which resulted in different under-

lying CycL representations. Neither CSU was sufficient to answer the question on its 

own, but once the system had both, it was able to correctly answer the question using 



 

 

AC.  It is the structure of the case, the relationships between voters, votes and the elec-

tion, rather than the fact that it concerns a politician, which makes the CSU useful. 

There were ways in which we had to adapt our language to EA NLU’s capabilities. 

For example: Question 146 in the COPA training set reads: “The navy bombed the ship. 

What happened as a result?” The options are “The ship crashed into the pier” or “The 

ship’s debris sunk into the ocean”. Again, two CSUs were provided in natural language 

that enabled the system to solve this question using AC. One stated “A ship has debris. 

This causes the debris to sink in the sea.” The other stated “George bombed a car. This 

causes the car’s debris to exist.” These CSUs illustrate a challenge inherent in the cur-

rent system. The first case, about debris sinking in the sea, is not strictly true (although 

it may well be true according to a novice’s or child’s understanding of buoyancy): it is 

gravity and a lack of buoyancy that causes debris from a ship to sink in the ocean. This 

is not a linguistic understanding problem, but illustrates that the onus of accuracy is on 

the human teacher. If one teaches a computer something false, it may have no trouble 

believing it. Both CSUs illustrate the challenge of using our linguistic constructions: 

The first sentence of the first CSU uses the strange phrasing “a ship has debris” rather 

than “a ship’s debris” because the construction requires the causal statement to be a 

complete sentence. Similarly, the second sentence of the second CSU needs the “to 

exist” at the end because when we used the more natural “This creates the car’s debris”, 

EA NLU generates flatter representations (the debris token itself is created, rather than 

the situation in which the debris is a factor), which was not useful to SME. 

4 Related Work 

Natural language instruction has been performed in Companions in the domain of 

game learning [4]. MoralDM [24] also took in natural-language descriptions of prob-

lems (moral dilemmas) and used SME to solve them by analogy to previously seen 

cases. These were larger cases encoding entire situations, rather than the simple CSUs 

we have described, and analogy was treated as a one-shot, rather than repeated, process. 

The Genesis system [25] is a story understanding system that takes in stories in sim-

plified English and commonsense inference rules expressed in templated English, and 

constructs graphs representing those stories as events and relations. These story repre-

sentations can be used for reasoning by analogy to other stories. However, as far as we 

know, multiple stories in Genesis have not been used to chain together sets of infer-

ences, and the rules its template-based system constructs are implemented as logical 

rules, rather than relational structures to be applied via analogy. 

Much work in natural-language instruction has been done in robotics. Many such 

systems use keywords to extract instructions from language, rather than deep semantic 

understanding [e.g. 26] or determine underlying semantics using statistical methods run 

over a large training set of natural language commands [e.g., 27, 28], which are more 

limited than our broad-semantics NLU system. The closest robotics research is the 

SOAR team’s ROSIE [29], which can learn multiple games via interactive natural lan-

guage instruction from users. ROSIE’s NLU system is closely tied to physical proper-

ties (vision/robotics or simulated), which enables it to learn attributes such as color and 



simple spatial relations by interaction. On the other hand, ROSIE does not handle the 

range of conceptual relationships or syntactic constructions that our system does.   

The closest prior work to AC is derivational analogy, as implemented in the 

PRODIGY architecture [30]. While multiple analogies are used, each analogy in 

PRODIGY ultimately involves a piece of hand-crafted logically quantified knowledge, 

which could be itself used to do the reasoning. CSUs start as natural language stories 

and do not require a complete and correct domain theory, only that the relational struc-

ture constructed by understanding microstories be plausible. Additionally, CSUs are 

stored and retrieved for AC without information about how they were previously used.  

Much AI research on commonsense reasoning has relied on formal logic and deduc-

tive inference [21, 31]. Abduction [32] uses logically quantified domain theories to 

provide reasonable explanations for situations based on those theories. Abductive rea-

soning generally takes the form of having a rule “P therefore Q”, observing Q, and 

hypothesizing that perhaps P occurred, explaining Q. Abduction and other formal logic 

approaches rely on using large numbers of logically quantified axioms.  

The importance of the Goldilocks Principle [33], i.e. using cases that are neither too 

small nor too large in analogical matching, helped inspire our thinking about CSUs. 

5 Conclusions and Future Work 

We have demonstrated that a Companion can take in commonsense cases specified 

in natural language and extract reasonably accurate semantic representations that are 

useful for analogical reasoning. The range of such cases that can be understood is lim-

ited by EA NLU’s lexical and semantic knowledge and the instructor’s ability to de-

scribe the case using the system’s simplified syntax. We presented two narrative pat-

terns that are simple for humans to generate and from which EA NLU generates seman-

tic representations useful to SME. These results suggest a viable way to scale up case 

libraries for case-based reasoning systems without requiring experts in those systems. 

Scaling this system up relies on EA NLU continuing to improve, an ongoing and 

active project in our group. While simplified syntax may suffice for microstories, it is 

important to be able to understand a range of questions in their original forms. Greater 

lexical and syntactic coverage is currently the biggest obstacle to being able to under-

stand more COPA questions, and would also simplify authoring microstories. Nonethe-

less, as the goal of this work is not to improve the NLU system, we do not see its limi-

tations as detracting from our overall conclusions: to the extent that the system under-

stands the language provided, an NLU system that generates structured semantic rep-

resentations can be used to incrementally add to and scale up a case library for analog-

ical reasoning. EA NLU’s capacities are already sufficient for the simple form of natu-

ral language instruction shown here; as the system improves, so will the range of useful 

linguistic constructions (and the range of COPA questions that can be attempted). 

We plan to conduct two lines of future work. First, we plan to add better testing of 

the validity of inferences from analogical chaining. When we reuse a story about how 

a hungry person ate pizza, when should we infer that another hungry person will eat 

pizza, and when should we not infer that? If we infer that the person may have bought 



 

 

a pizza, but she also may have bought a hot dog, should those inferences go into the 

same or different inference contexts? And in which context should the inference that 

she is no longer hungry go, which could follow from both the hot dog and pizza infer-

ences? Second, we are developing guidelines for microstories to maximize composi-

tionality. That is, when we are training the system, we do not want to give it the answer 

to the question directly (which will not help it solve future questions that are only tan-

gentially related), we want to give the system knowledge that is as general as possible 

yet which still enables the system to find the answer. For example, question 165 reads 

“The baby pulled the mother’s hair. What happened as a result?”, and the options are 

“The baby burped” or “The mother grimaced”. We could solve this directly by simply 

saying “George pulls Tom’s hair. This causes Tom to grimace,” but this doesn’t teach 

the system anything about hair-pulling or why people grimace. Instead, we gave it two 

microstories: “George pulls Tom’s hair. This causes Tom to be hurt” and “Mark is hurt. 

This causes Mark to grimace.” While one can argue about how much the system truly 

understands, a representation that allows it to conclude that pain will lead to grimacing, 

not just this kind of pain, leads to more general, reusable knowledge. 
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