
 

 

Abstract 

Qualitative representations and analogical reasoning 
have been used to help explain and simulate aspects 
of human visual reasoning for decades.  CogSketch 
combines many of these research results to provide 
a new level of modeling for human visual reasoning 
and for building systems that use visual reasoning 
for tasks.  This demonstration will show how Cog-
Sketch has been used to model visual reasoning 
tasks, to help generate advice for students learning, 
and as a new data-efficient, incremental, and in-
spectable method for learning to recognize objects.   

1 Introduction 
CogSketch is an open-domain sketch understanding system.  
That is, most sketch understanding systems focus on recog-
nition, limiting the kinds of sketches that they can understand.  
CogSketch, by contrast, computes representations of digital 
ink, including both representations commonly found in com-
puter vision (e.g., edges and junctions) and in qualitative spa-
tial reasoning (e.g., RCC8).  The goal is for it to see sketches 
as people do, sufficiently well enough to provide human-like 
performance in tasks.  This demonstration will show three as-
pects of CogSketch.  First, it will show how CogSketch can 
perform simple visual reasoning in a way that fits human per-
formance.  Second, it will show how CogSketch can use anal-
ogy to provide helpful advice to students learning via sketch-
ing activities.  Third, it will show how CogSketch is being 
used to develop new algorithms for learning to recognize ob-
jects, using qualitative representations with analogical gener-
alization to provide data-efficient, incremental, and inspecta-
ble learning.  This abstract summarizes each part of the 
demonstration in turn.   

2 Simulating Human Visual Reasoning 
CogSketch currently provides the best simulations of three 
visual reasoning tasks: Geometric analogies, an Oddity task, 
and Raven’s Progressive Matrices (Forbus & Lovett, 2021).  
Figure 1 illustrates. These simulations exhibit human levels 
of performance, correctly predict what specific problems are 
easy or hard for people, and in some cases predict properties 

of human reaction times. 
The demonstration will 
focus on geometric anal-
ogies. 

3  Helping Students 
Learn 
CogSketch was devel-
oped to be a platform for 
new forms of sketch-
based educational soft-
ware as well as an effec-
tive human-like visual 
reasoner.  The most suc-
cessful type of these sys-
tems are sketch work-
sheets (Forbus et al. 
2017), which are sketch-
based activities that are 
authored by domain ex-
perts and instructors.  
The idea is that the in-
structor has in mind a 
problem that can be 
solved by drawing (or 
modifying) a sketch.  
They sketch their in-
tended solution using 
CogSketch, which then 
computes a variety of 
representations based on 
the visual properties of 

the instructor’s ink and their conceptual labeling of it.  The 
instructor chooses some of these facts to mark as important, 
either providing grading rubrics if they are not correct, or ad-
vice to give if they are not correct, or ideally both.  When a 
student tackles a sketch worksheet, they attempt to solve the 
problem posed by drawing their own sketch or modifying a 
sketch provided as a starting point.  Figure 2 illustrates a sim-
ple example.  At this point dozens of sketch worksheets have 
been written by domain educators (Garnier et al 2017), many 
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of them publicly available1.  This demonstration will show 
how a simple sketch worksheet operates.   

4 Visual Recognition by QR and Analogy 
Today’s deep learning systems have revolutionized computer 
vision.  Nevertheless, they require massive amounts of data 
and learn models that are not inspectable.  Consequently, we 
are exploring the hypothesis that qualitative visual relation-
ships plus analogical learning provides both better data-effi-
ciency and interpretability for visual learning.  We call our 
approach the Hybrid Primal Sketch, in honor of David Marr’s 
(2010) original Primal Sketch.  Figure 3 illustrates. The “Hy-
brid” in the name comes from the inclusion of deep learning 
modules for detecting object boundaries and bounding boxes, 
along with edge-finders from the computer vision commu-
nity.  These algorithms provide digital ink for CogSketch to 
process. When verbal labels are provided by a module, that 
information can be passed on using natural language re-
sources built into CogSketch’s knowledge base.   
 This idea has been explored in a number of experiments, 
including learning MNIST and learning visual relation detec-
tion.  For the demonstration, we will use the Coloring Book 

 
1 https://serc.carleton.edu/serc/search.html?search_text=Cog-

Sketch&endpoint=%2Fserc%2Fsearch.html 

Objects dataset (Chen et al. 2019), which contains only 10 
examples per category total – a serious test of data-efficiency!  
Figure 4 illustrates some examples from this dataset, to illus-
trate how highly varied they are.  Our latest visual learning 
algorithm is at 34% accuracy, whereas LeNet-5 is at chance.   
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Figure 2: A Sketch Worksheet 

 
Figure 4: Some Examples from the Coloring Book Objects 

dataset 

 
Figure 3: The Hybrid Primal Sketch 
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