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1 Introduction
Visual learning for object and scene recognition is a challeng-
ing task. Recently, many different methods mainly rooted in
statistical pattern recognition have been proposed. Visual in-
formation is in most cases, treated in a direct manner, there-
fore these methods are not limited by object geometric com-
plexity, texture, or surface markings. This direct representa-
tion and the link to statistical pattern recognition make these
methods very suitable for learning.

One can characterize the methods if a local or a global
image representation is used. Typical global approaches
are Principal component analysis (PCA), linear discriminant
analysis (LDA), Independent Component Analysis (ICA) etc.
Recently proposed local approaches are based on detection
of interest points (e.g., Harris, Difference of Gaussians, Max-
imally Stable Regions, etc.) and the description of their local
grey-value neighborhood (e.g. SIFT, Shape context, Steer-
able filters, etc.). Another characterization of the learning ap-
proaches is, if they use a generative model (i.e., ability of
reconstruction and generation of samples), or if a discrimina-
tive model is employed. Each of them offering distinctive ad-
vantages (e.g., generative models enable robustness in model
construction, whereas discriminative methods achieve in gen-
eral higher recognition rates).

Whereas both local and global methods have recently
demonstrated how robust recognition can be obtained, the
problem of robust learning has been hardly addressed. The
main question is how we can learn an object model despite
a significant amount of noise and/or occlusion and other dis-
turbances in the training images. This extended abstract will
briefly outline one approach and show how it can be used in
a learning a pedestrian detection system.

2 Robust Learning
Appearance-based modeling of objects and scenes using sub-
space representations has become very popular in the vision
community. Most of the approaches have used Principle
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Component Analysis (PCA) for building efficient representa-
tions and for subsequent recognition. However, the standard
way to perform recognition, based on projections, is prone
to errors in the case of non-Gaussian noise, e.g., occlusions,
varying illumination conditions, and cluttered background in
the input images. Therefore, different authors have proposed
robust procedures [Rao, 1997; Black and Jepson, 1996;
Leonardis and Bischof, 2000] to obtain reliable recognition
also in these cases.

However, if the training images are taken under non-ideal
conditions, the obtained representations encompass various
non-desirable effects, which cannot be overcome at the recog-
nition stage. This indicates that we need a method to per-
form robust training in order to obtain parametric representa-
tions insensitive to these effects. More specifically, we need
a procedure which is able to detect inconsistencies in the in-
put data, eliminate them, and then calculate the representation
from the consistent data only. In the case of representations
based on the PCA, this requires a novel way of calculating
the eigenimages from a subset of data points.

We have proposed [Skocaj et al., 2002] a novel robust
PCA method to obtain a consistent subspace representation
in the presence of outlying pixels in the training images.
The method is based on the EM algorithm [Roweis, 1997;
Tipping and Bishop, 1999], which enables the calculation of
the eigenspaces, i.e., maximum likelihood solution of PCA,
in the case of missing data. The fact that we can calculate
the PCA on a subset of pixels in the input images, makes it
possible to remove the outliers and treat them as missing pix-
els, arriving at a robust PCA representation. The outliers are
determined by a consistency measure over the set of training
images.

3 Object Detection
The outlined robust algorithm plays an integral part in a re-
cently developed method for object detection. Starting with
face detection [Rowley et al., 1998; Viola and Jones, 2001]
there has been a considerable interest in visual object de-
tection in recent years, e.g., pedestrians [P. Viola, 2003],
cars [Agarwal and Roth, 2002], bikes [Opelt et al., 2004], etc.
At the core of most object detection algorithms is usually a
discriminative classifier, e.g., AdaBoost [Freund and Shapire,
1997], Winnow [Littlestone, 1987], Neural network [Rowley
et al., 1998] or support vector machine [Vapnik, 1995]. The



task of the classifier is to decide if the cropped window con-
tains the object of interest or not. The search is repeated for
all locations and scales, therefore, the classification has to be
very fast.

A requirement of these methods is a representative train-
ing set which usually needs to be quite large (several thou-
sands of scaled and aligned images). The problem of obtain-
ing enough training data increases even further because the
methods are view based, i.e., if the view-point of the cam-
era changes significantly (e.g. car from the side and car from
the back) the classifier needs to be retrained. Training data
is most of the time obtained by hand labeling a large num-
ber of images which is a time consuming and tedious task. It
is clear that this is not practicable for applications requiring a
large number of different view-points (e.g. video surveillance
by large camera networks).
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Figure 1: Cooperative learning framework. A reconstructive
(generative) model is trained robustly on motion data and la-
bels training data for a discriminative model.

Our novel framework proposes a method to avoid the hand
labeling of training data for object detection tasks. The basic
idea is to use the huge amount of unlabeled data that is read-
ily available for most detection task (i.e., just mount a video
camera and observe the scene). In particular, the framework is
depicted in Fig. 1. We use two types of models a reconstruc-
tive (generative) one which assures robustness and serves for
verification, and discriminative one, which actually performs
the detection. To get the whole process started we use a sim-
ple motion detector. In fact the motion detector will miss a
considerable amount of objects (which can be compensated
by just using longer sequences) and we will produce also a
lot of miss-detections (which will be reduced in the subse-
quent steps). The output from the motion detector can be
used to build a first initial reconstructive representation (in
fact to increase the robustness we are using one representa-
tion on shape and the other on appearance). Since we get also
miss-detections it is of particular importance to use a robust
method, otherwise the miss-detections (background, false de-
tections, over-segmentations, etc.) will be incorporated in the
model which would severely deteriorate the performance of
the whole system. This is very crucial as the discriminative
classifier needs to be trained with “clean” images to produce
good classification results. The discriminative classifier (at

the moment we are using Adaboost) is then used to detect new
objects on new images. The output of the discriminative clas-
sifier is verified by reconstructive model, and detected false
positives can be fed back into the discriminative method as
negative examples (and true positives as positive examples)
to further improve the discriminative model. In fact, it has
been shown in the active learning community [Park and Choi,
1996], that it is more effective to sample the current estimate
of the decision boundary than the unknown true boundary.
This is exactly achieved by our combination of reconstructive
and discriminative classifiers.

Figure 2: Detected persons at various stages of training.

Fig. 2 depicts how the system iteratively improves. Note
that the false positives get considerably by iterating the train-
ing.

The whole system shows that by exploiting the huge
amount of video data that is available we can produce a stable
and robust object detection system.

4 Conclusion

Robust learning is of considerable interest in many applica-
tions. In fact, robust building of representations is an un-
avoidable step in all realistic learning scenarios when the
environment can not be specifically tailored for the training
phase. The example of learning an object detection system
has demonstrated the importance of robust learning. In fact,
having a robust learner available would facilitate many new
applications, e.g., in the medical domain where the hand la-
beling efforts of doctors can be considerably reduced.
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