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Abstract
Numerical link-based similarity techniques have
proven effective for identifying similar objects in
the Internet and publication domains. However,
for cases involving unduly high similarity mea-
sures, these methods usually generate inaccurate
results. Also, they are often restricted to mea-
suring over single properties only. This paper
presents an order-of-magnitude based similarity
mechanism that integrates multiple link properties
to derive semantic-rich similarity descriptions. The
approach extends conventional order-of-magnitude
reasoning with the theory of fuzzy sets. The inher-
ent ability of this work in computing-with-words
also allows coherent interpretation and communi-
cation within a decision-making group. The pro-
posed approach is applied to supporting the anal-
ysis of intelligence data. When evaluated over a
difficult terrorism-related dataset, experimental re-
sults show that the approach helps to partly resolve
the problem of false positives.

1 Introduction
Disclosing aliases or ambiguous references plays an impor-
tant role in addressing many challenging real-world appli-
cations, including: intelligence analysis [Boongoen et al.,
2010], [Branting, 2002], [Wang et al., 2006], information re-
trieval [Baeza and Ribeiro, 1999], record linkage [Fellegi and
Sunter, 1969], entity resolution [Bhattacharya and Getoor,
2007], [Kalashnikov and Mehrotra, 2006] and information
integration [Bilenko et al., 2003]. Earlier attempts made use
of approximate string matching techniques, such as Leven-
shtein [Navarro, 2001] and its learnable variations [Bilenko
and Mooney, 2003], to compare references’ textual content
and grade their similarity. These are effective for a name
variation caused by typographical and translation errors, for
instance, ‘John Doe’ and ‘Jon Doe’, or ‘Mohamed Atta’ and
‘Muhammad Atta’. However, for intelligence data analysis,
text-based methods are inefficient, and may even be mislead-
ing, due to falsified descriptions of terrorists’ name and con-

∗An earlier version of this paper was published in IEEE Trans-
actions on Knowledge and Data Engineering.

tact details. They would fail drastically to reveal the uncon-
ventional truth of highly deceptive identity like that between
‘Osama bin Laden’ and ‘The Prince’ [Hsiung et al., 2005].

This issue may be resolved through link analysis, which
seeks to discover knowledge based on the relationships in
data about people, places, things, and events [Getoor and
Diehl, 2005]. For example, in counter-terrorism domain, de-
spite employing distinct false names, each terrorist normally
exhibits unique relations with other entities involving in le-
gitimate activities found in any open or modern society (e.g.
making use of mobile phones, public transportation and finan-
cial systems). Given information on entity names and their
associations, link analysis can be performed on an undirected
graph underlying such relations. Within such a network, a
vertex represents a particular name and an edge corresponds
to the relationship between two names. Effectively, plausi-
ble aliases can be specified as those pairs of vertices of a
high similarity degree. This relation-oriented methodology
has been successfully adopted for modelling and analysis of
various problems: terrorist and criminal organizations [Popp
and Yen, 2006], co-author collaboration [Bhattacharya and
Getoor, 2007], [Reuther and Walter, 2006], actor-actor re-
lation [Malin et al., 2005], citation network [Pasula et al.,
2003], email communication [Hölzer et al., 2005], [Minkov
et al., 2006] and online social ties [Adamic and Adar, 2003]
(see [Newman, 2003] for survey and examples).

Whilst precise, reasoning with numerical variables which
underpins the existing techniques often suffers from the in-
accuracy of quantitative modelling. Such inaccurate descrip-
tions may be caused by a few observations with unduly high
values. As a result, the measures of other instances are very
small and their interpretations may become rather misleading.
Qualitative reasoning in general, and the order-of-magnitude
models [Raiman, 1991] in particular have drawn significant
interest in tackling these problems. In essence, observed
measures and their subsequent aggregations are each rep-
resented by a qualitative label which denotes the order-of-
magnitude of its information content [Travé-Massuyès and
Dague, 2003]. Besides, conventional approaches are typi-
cally based on measuring over single properties and hence,
are computationally inefficient. Inspired by these observa-
tions, this paper presents a novel qualitative model of link
analysis that is able to handle multiple link properties.

However, as pointed out in [Ali et al., 2003], [Shen and
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Leitch, 1992], [Sugeno and Yasukawa, 1993], pure symbolic
calculi and crisp distinctions amongst qualitative descriptors
often encounter important limitations in data and knowledge
modelling, such as ad-hoc definition of operators and un-
natural semantic interpretation. In this work fuzzy sets are
incorporated in the qualitative mechanism to provide a for-
mal theoretical framework. The resulting mechanism offers
flexible and interpretable semantics of order-of-magnitude la-
bels, while being supported with mathematically-sound oper-
ations. Note that recently, the natural connection between
link analysis and fuzzy set theory has been similarly recog-
nised in [Yager, 2008]. This granular technology has been
exploited for effective information retrieval [Bordogna et al.,
2003], [Kraft et al., 1998] amongst many other applications.

Unlike a number of intelligence analysis methods [Hsiung
et al., 2005], [Pantel, 2006], [Wang et al., 2006] which follow
a supervised approach, unsupervised link analysis is imple-
mented here. This is in order to avoid typical difficulties with
the supervised paradigm: required construction of a good
training set that includes a representative collection of pos-
itive and negative examples (which unintentionally encodes
human bias and noise into training data), and limited scala-
bility to large data collections and adaptability to new cases
[Bhattacharya and Getoor, 2007]. Interestingly, the unsuper-
vised methodology has also been implemented in [Branting,
2002], where a collection of string comparison algorithms are
exploited. Despite the notable accomplishment of that work,
it is simply ineffective for highly deceptive cases. In ad-
dition, typical flexible information retrieval techniques (e.g.
[Bordogna et al., 2003], [Kraft et al., 1998]) will not work
well through aggregation of approximate text-based compar-
isons between a user’s query and documents, if applied to
cases where deliberately misleading aliases are used. Like-
wise, many linguistic models for identifying morphologically
similar words [Baroni et al., 2002], [Schone and Jurafsky,
2000] that combine string-matching and semantic measures,
are also ineffective for intelligence data analysis.

The rest of this paper is organised as follows. Section 2 re-
views the basic concepts of absolute order-of-magnitude rea-
soning, upon which the present research is developed. Sec-
tion 3 presents the proposed fuzzy-set based approach to
interval-valued order-of-magnitude reasoning. This includes
the specification of order-of-magnitude descriptors and their
fuzzy semantics entailment, the introduction of relevance de-
grees, and the mechanism for aggregating qualitative infor-
mation. Section 4 describes the motivation of qualitative
link analysis and its implementation using the fuzzy order-
of-magnitude model. The assessment of its application to de-
tecting aliases in intelligence data is detailed in Section 5.
The paper is concluded in Section 6, with the perspective of
further work suggested.

2 Absolute Order-of-Magnitude (AOM)
Reasoning

2.1 The AOM Model
The absolute order-of-magnitude model of a qualitative vari-
able Vx operates on a finite set of ordered labels Lx (or qual-
itative descriptors), which is achieved via a partition of the

underlying universe of discourse Ux ⊂ R into a set of inter-
val P x. That is, P x = {px1 , . . . , pxnx} and Lx = {lx1 . . . lxnx},
where nx is the number of intervals/labels and lx1 < . . . < lxnx

denote the qualitative orders of magnitude. The crisp bound-
aries of an interval are determined by one or two members
of the landmark set Mx = {mx

1 , . . . ,m
x
nx−1}. Each interval

pxj is qualitatively expressed by the label lxj , ∀j = 1 . . . nx,
and its value range is defined by the lower bound αx

j and the
upper bound βx

j such that αx
j , β

x
j ∈ Mx and αx

j ≤ βx
j . In

essence, landmarks are domain dependent and determined by
either justification of human experts or learning from data.

An order-of-magnitude (OM) space Sx defined for a qual-
itative variable Vx is the combination of the ordered label set
Lx and the interval-like treatment of such labels. For exam-
ple, the value of Vx may be expressed by the set of basic
labels Lx = {B1, . . . , Bnx}, with B1 < . . . < Bnx de-
noting the qualitative order amongst the basic labels, mean-
ing that α < β, ∀α ∈ Bi, β ∈ Bj , i < j. The cor-
responding OM space Sx is formally described as Sx =
Lx ∪ {[Bi, Bj ]|Bi, Bj ∈ Lx, i ≤ j}. That is, the label
[Bi, Bj ] with i < j is defined as the union of all the ele-
ments within the set {Bi, Bi+1, . . . , Bj}. This representation
allows reasoning with single or combined labels to be carried
out in the same form.

There is a partial order relation ≤p in Sx, which can be
interpreted as being more precise than or being less general
than. For any labels Qp, Qq ∈ Sx, Qp ≤p Qq holds only if
Qp ⊂ Qq . For easy referencing, ∀O ∈ Sx, the sets BO =
{B ∈ Lx − {0}, B ≤p O} and B∗

O = {B ∈ Lx, B ≤p

O} are termed the base of O and the enlarged base of O,
respectively.

2.2 Qualitative Algebra of AOM
At the outset, the mathematical structure of the AOM model,
called ‘Qualitative Algebra’ or ‘Q-algebra’, was initially de-
fined as the unification of sign and interval algebra over a
continuum of qualitative partitions of the real line [Travé-
Massuyès and Piera, 1989]. Subsequently, the notion of
‘qualitative expression of a real operator’ has been introduced
[Agell et al., 2000]. In particular, qualitative operators are
considered as multidimensional functions defined in an AOM
space. The Cartesian product of S1, S2, . . . , Sk (where value
set Sa, a ∈ {1, . . . , k}, corresponds to an examined variable
Va) is adopted to express the outcome of a real operator in
Rk qualitatively, which is later reflected onto the resulting
qualitative space S

′
.

Given a real operator ω defined on Rk involving k real
variables (V1, . . . , Vk) with each taking values in R, the cor-
responding qualitative abstraction of ω, denoted as [ω], is
specified as follows:

[ω](X1, X2, . . . , Xk) = [ω(X1, X2, . . . , Xk)]S′ (1)

where Xi ∈ Si, i = 1 . . . k is the qualitative label that corre-
sponds to the value of variable Vi and ω(X1, X2, . . . , Xk) =
{ω(x1, x2, . . . , xk), ∀xi ∈ Xi}. Inherently, [ω] assigns to
each k-tuple element of (X1, X2, . . . , Xk) a qualitative de-
scription of the subset enclosing all underlying numerical re-
sults of applying ω over all real values in X1, X2, . . . , Xk.
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It is feasible to generate the qualitative operator, [ω], from
the uniform ordered labels of an OM space, S, where Si =
S, i ∈ {1, . . . , k}. For any [ω] and X1, X2, . . . , Xk ∈ S:

[ω](X1, X2, . . . , Xk) =
∪

Di∈B∗
Xi

[ω](D1, D2, . . . , Dk) (2)

According to Equation 1, the qualitative operator [ω] can
be generalised as follows:

[ω](X1, X2, . . . , Xk) =
∪

Di∈B∗
Xi

[ω(D1, D2 . . . , Dk)]S′ (3)

To illustrate this algebra, a qualitative extension of the
real sum operator is used to combine two qualitative labels
Q1, Q2 ∈ S, whose result is an element belonging to an-
other OM space denoted by S

′
. Note that S and S

′
are

order-of-magnitude spaces defined onR by the landmark sets
{−2,−1, 0, 1, 2} and {−2, 0, 2}, respectively (see Fig 1).

Figure 1: Description of example OM spaces S and S
′
.

Given the labels of Q1 and Q2 being [B4, B4] and [B4, B5],
their summation is:

[sum](Q1, Q2) =
∪

Di∈B∗
Qi

[sum(D1, D2)]S′

= [sum(B4, B4)]S′ ∪ [sum(B4, B5)]S′

(4)

where B∗
Q1

= {B4} and B∗
Q2

= {B4, B5}. Based on Fig 1,
real values denoted by labels B4 and B5 are the intervals
[0, 1) and [1, 2), respectively. Hence, the above equation is
simplified as

[sum](Q1, Q2) = [sum([0, 1), [0, 1))]S′ ∪ [sum([0, 1), [1, 2))]S′

= [[0, 2)]S′ ∪ [[1, 3)]S′ (5)

With the aforementioned label set of OM space S
′
, values

within the intervals [0, 2) and [1, 3) are enclosed by the min-
imal labels of [C3, C3] and [C3, C4]. Then, the result can be
achieved as follows:

[sum](Q1, Q2) = [[C3, C3] ∪ [C3, C4]]S′ = [C3, C4]S′

(6)

2.3 Homogenisation of References in
Multi-Granularity AOM

The [ω] operator is compatible only to variables specified in
the same order-of-magnitude space. To enhance its applica-
bility, this qualitative operator has been extended to multi-
granularity domains via a process of homogenisation of ref-
erences [Agell et al., 2000].

To illustrate this concept, the aforementioned
qualitative operator [sum] is employed to aggre-
gate the values of two qualitative variables VCT and
VUQ, whose OM spaces (SCT and SUQ) are de-
fined by the landmark sets MCT = {2, 6} and
MUQ = {0.1, 0.3, 0.6, 0.8}, respectively. The correspond-
ing label sets are LCT = {Small,Medium,Large} and
LUQ = {V ery Low,Low,Moderate,High, V ery High}.
Suppose that these two variables express the magnitude of
two different link properties (see Section 4): CT (Cardi-
nality) and UQ (Uniqueness), where UCT = [0,∞) and
UUQ = [0, 1]. Since LCT and LUQ are of unequal granu-
larity, they have to be ‘homogenised’ onto a common scale,
by which references of distinct label sets can be uniformly
manipulated and integrated. The homogenisation process is
summarised below:

• Step1: Sort each landmark set M i = {mi
1, . . . ,m

i
ni−1}

(ni denotes the number of intervals/labels specified for
the variable Vi) into an ascending arrangement, where
mi

p ≤ mi
q, ∀p < q. A central landmark mi

c ∈ M i can
be specified either as mi

ni−1
2

or mi
ni−1

2 +1
when ni−1 is

even, and mi
ni

2

when ni−1 is odd. Then, each landmark

mi
t ∈ M i is translated to the new landmark smi

t using
smi

t = mi
t−mi

c. Note that the central landmark is now 0
in the new scale. For the example shown in Table 1, the
selected central landmarks are mCT

c = 2 and mUQ
c =

0.3, respectively.

• Step2: Landmarks appearing on both sides of 0 (the
central landmark) may be dissimilar. A symmetric pat-
tern can be achieved by adding missing landmarks, so
that landmarks of the same order-of-magnitude can be
found on both sides of 0. These newly added elements
are for balancing purpose only; they will not be used
to represent values and are deliberately marked as ir-
relevant. Following the example of Table 1, given the
current MCT = {0, 4}, the additional −4 is appended
to MCT such that MCT = {−4, 0, 4} and 4 appears
on both sides of 0. Similarly, the landmark set MUQ

is transformed to {−0.5,−0.3,−0.2, 0, 0.2, 0.3, 0.5},
where −0.5,−0.3 and 0.2 are marked irrelevant.

• Step3: Each landmark set is further modified by
adding new landmarks on both sides of 0, in such
a way that all landmark sets have the same cardinal-
ity. Similar to Step 2, new elements are irrelevant
with respect to each particular property and are arti-
ficially created to support the unification. In the ex-
ample of Table 1, with the maximum cardinality of
MCT and MUQ being 7, additional four landmarks
are to be added to the landmark set of MCT , whilst
MUQ remains unchanged. Particularly, MCT becomes
{−4,−2,−1, 0, 1, 2, 4}, where −2,−1, 1 and 2 are ir-
relevant landmarks. Using the common OM space
SH with MH being {−3,−2,−1, 0, 1, 2, 3}, MCT and
MUQ can finally be homogenised by mapping land-
marks {2 → 0, 6 → 3} and {0.1 → −1, 0.3 →
0, 0.6→ 2, 0.8→ 3}, respectively.
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Table 1: Homogenised landmarks (MH ).
Landmarks MCT MUQ

Original 2, 6 0.1, 0.3, 0.6, 0.8
Step1 0, 4 -0.2, 0, 0.3, 0.5
Step2 -4, 0, 4 -0.5, -0.3, -0.2, 0, 0.2, 0.3, 0.5
Step3 -4, -2, -1, 0, 1, 2, 4 -0.5, -0.3, -0.2, 0, 0.2, 0.3, 0.5
Homogenized (MH ) -3, -2, -1, 0, 1, 2, 3 -3, -2, -1, 0, 1, 2, 3
Irrelevant -3, -2, -1, 1, 2 -3, -2, 1

Given the homogenised OM space, the qualitative opera-
tor [sum] can be used to aggregate the values of qualitative
variables VCT and VUQ (see Equations 4-6). Significant lim-
itations exist with this AOM model, however. Firstly, the ho-
mogenisation process is difficult to scale up to a large number
of input OM spaces. The other problem is due to ineffective
interpretation of the underlying real-valued variables and am-
biguous products of interval-based qualitative values. This
model does not address the gradual nature of qualitative la-
bels, i.e. the extent to which the magnitude of VUQ = 0.6
being ‘Moderate’ or ‘High’ is often a matter of degree and
differently perceived from one analyst to another [Ali et al.,
2003], [Shen and Leitch, 1992]. To resolve this problem,
the theory of fuzzy sets is applied to represent the qualita-
tive model such that vagueness and imprecision inherent in
the underlying human knowledge and judgement can be bet-
ter captured and rationalised.

3 Fuzzy Set Based Approach to AOM
3.1 Fuzzy AOM Model
In describing a variable VZ , its value is regarded as a fuzzy
set defined on its domain Uz . In general, a fuzzy set
fz (of a given variable z) is formally specified as fz =
{(x, µfz (x))|x ∈ Uz, µfz (x) ∈ [0, 1]}, where µfz (x) ∈
[0, 1] is the membership function of fz . In the current re-
search, considering that any link property is of a non-negative
value (see later), for simplicity and computational efficiency,
each fuzzy set is represented with a triangular membership
function, except for certain properties that may involve an in-
definite upper bound. A triangular membership function is
specified by a tuple (x1, x2, x3):

µfz (x) =


0, x < x1
x−x1

x2−x1
, x1 ≤ x ≤ x2

x3−x
x3−x2

, x2 ≤ x ≤ x3

0, x > x3

(7)

where x1, x3 are the left and right bounds, respectively, x2

is the mode of the fuzzy set fz (i.e. µfz (x2) = 1) and
x, x1, x2, x3 ∈ Uz . For an indefinite boundary case, the
membership function is defined as follows:

µfz (x) =


0, x < x1
x−x1

x2−x1
, x1 ≤ x ≤ x2

1, x ≥ x2

(8)

Following the example of AOM model involving vari-
ables VCT and VUQ, VCT can be expressed using the la-
bel set LCT = {Small, Medium, Large}, whose quan-
titative semantics are represented by the collection of fuzzy

sets FCT shown in Fig 2(b). Similarly, the variable
VUQ is qualitatively described using the label set LUQ =
{V ery Low,Low,Moderate,High, V ery High}. Fig 3(b)
presents the triangular fuzzy sets FUQ that entail the seman-
tics of these labels.

Figure 2: Order-of-magnitude partitions of the qualitative
variable VCT in: (a) original AOM model and (b) fuzzy
AOM., where S = Small, M = Medium and L = Large.

Figure 3: Order-of-magnitude partitions of the qualitative
variable VUQ in: (a) original AOM model and (b) fuzzy
AOM, where VL = Very Low, L = Low, M = Moderate, H
= High and VH = Very High.

With this representation scheme, an order-of-magnitude
(OM) space Sa of a qualitative variable Va is the combi-
nation of the ordered label set La and the mathematical
definition of the collection F a of the corresponding fuzzy
sets. For example, the value of Va may be expressed by
the set of basic labels La = {B1, . . . , Bna} and fuzzy def-
initions F a = {Π1, . . . ,Πna}, where B1 < . . . < Bna

denotes the qualitative order amongst the fuzzy labels. The
OM space Sa can be formally described as Sa = La ∪
{[Bi(µΠi), Bj(µΠj )]|Bi, Bj ∈ La,Πi,Πj ∈ F a, i ≤ j}.
That is, the membership measures µΠi , µΠj ∈ [0, 1] specify
the degree to which the underlying value can be expressed
using labels Bi and Bj , respectively. This can be extended
to support different forms of input value xa (of variable Va),
such that

• When xa is presented as a single label Bi ∈ La and
a union of labels Bi, Bi+1, ..., Bi+j ∈ La, it can be
expressed as [Bi, Bi] and [Bi, Bj ], respectively. Note
that the membership degrees are irrelevant, and hence,
they are omitted here. For instance, the value of vari-
able VUQ may be given as [Moderate,Moderate] or
[Moderate,High].

• When xa is presented as a real value (i.e. xa ∈ Ua), it
can be expressed as [Bi(µΠi(xa)), Bj(µΠj(xa))], where
µΠi(xa) and µΠj(xa) denotes the membership values of
xa to label-specific fuzzy sets Πi,Πj ∈ F a. A quantity
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of VUQ = 0.6 that just falls into the ‘Moderate’ cate-
gory in the interval-based AOM model, may actually be
perceived and expressed differently from one analyst to
another. With the fuzzy approach, this variation is gen-
erally captured through degrees that this figure belongs
to distinct value sets. As a result, the given measure
may be regarded as ‘Moderate’ or ‘High’, but with dif-
ferent membership degrees of 0.6 and 0.4, respectively
(i.e. [Moderate(0.6),High(0.4)]).

• When xa is presented as an interval of real values
(i.e. xa = [xa1, xa2], xa1, xa2 ∈ Ua, xa1 < xa2),
it can be expressed by [Bi(µΠi(xa1)), Bj(µΠj(xa1))]
and [Bp(µΠp(xa2)), Bq(µΠq(xa2))] that denote the lower
and upper bound of xa (where Bi, Bj , Bp, Bq ∈ La

and Πi,Πj ,Πp,Πq ∈ F a). As such, the measure
of VUQ = [0.4, 0.6] is expressed by the composition
of: {[Low(0.4), Moderate(0.6)], [Moderate(0.6),
High(0.4)]}, where the former corresponds to the lower
bound and the latter represents the upper bound.

3.2 Homogenisation of Multiple-Granularity
Domains

The development of a qualitative reasoner usually involves a
number of variables that are represented with qualitative la-
bels of different granularity, defined on dissimilar universe
of discourses. Therefore, the homogenisation process con-
ducted in the conventional AOM model is similarly required
to map the values of fuzzy variables onto a unified scale. This
homogenisation can be summarised as follows:

• Step 1: For a variable VD of an indefinite upper bound,
whose discourse UD = [α,∞], α ≥ 0, truncate the un-
derlying discourse such that UD = [α, δ], α < δ < ∞,
where δ is the smallest element which has the full mem-
bership in the boundary case. Equivallently, δ now rep-
resents any real value t ∈ [δ,∞). Note that as a result,
this truncation helps to minimise the potential impact of
certain unduely high values to dominate over the other
possible values.

• Step 2: Normalise the discourse UD of each variable VD

such that it is mapped onto the unified discourse U∗ =
[0, 1]. Principally, each value g ∈ UD is mapped to its
corresponding value g∗ ∈ U∗ by

g∗ =
g − α

β − α
(9)

where α, β ∈ R denote the lower and upper bound of the
discourse UD (i.e. UD = [α, β]), respectively. β = δ
for indefinite upper bound cases, of course.

• Step 3: Linearly map the fuzzy sets FD =
{fD

1 , . . . , fD
nD} of a variable VD onto the discourse UD

onto the unified discourse U∗ such that

µfD∗
j

(g∗) = µfD
j
(g), ∀j = 1 . . . nD (10)

where fD∗
j , which is specified on the unified discourse

U∗, is the equivalent fuzzy set of fD
j defined on the orig-

inal UD.

Given this procedure, the label sets of different granularity
can be effectively homogenised. Particularly to the current
example with variables VCT and VUQ, mapping the universe
of discourses UUQ to U∗ is straight forward as it has already
been defined on the [0, 1] interval. Homogenising UCT onto
the common scale U∗ is done via firstly truncating the range
of discourse UCT from [0,∞] to [0, 8], such that the real
value ‘8’ represents any value in the interval [8,∞). Then
each value x ∈ UCT is mapped onto its corresponding value
x∗ ∈ U∗ such that x∗ = x

8 and µfCT∗
j

(x∗) = µfCT
j

(x), ∀j =
1 . . . nCT .

3.3 Aggregation of Qualitative Descriptors
Many data analysis systems achieve a conclusion or fi-
nal measure by aggregating values of different domain at-
tributes. In general, each examined variable Va can be as-
signed with a different degree of relevance (weight) Wa.
This may be given by domain experts or estimated from
past data if such knowledge is not readily available. Us-
ing the original AOM methodology, a weight can be ex-
pressed using the order-of-magnitude label set LW , such as
LW = {None,+,++,+++} or LW = {0, 1, 2, 3}. How-
ever, these crisp-interval descriptors are simply ineffective.
The specification and subsequent manipulation of weights are
more efficiently handled using the fuzzy approach.

For a variable Va, its weight Wa, which is measured
in the universe of discourse UW = [0, 1], is described
using the label set LW = {lW1 , . . . , lWnW }, where nW

is the preferred number of qualitative labels. The se-
mantics of each label lWt , t = 1 . . . nW is captured
by the corresponding fuzzy set fW

t ∈ FW . For in-
stance, regarding the variable VUQ in the previous exam-
ple, the underlying label set can be represented as LW =
{V ery Low,Low,Moderate,High, V ery High}, where
the corresponding fuzzy sets fW

t , t = 1 . . . 5 are similar to
those defined in Fig 3(b).

With a problem involving m qualitative variables
(V1, . . . , Vm), their aggregated outcome Ω that is also a fuzzy
set in U∗, can be estimated as follows:

Ω = φ(V1, . . . , Vm,W1, . . . ,Wm) =
(V1W1 + . . .+ VmWm)

W1 + . . .+Wm
(11)

where Vg and Wg, g = 1 . . .m are the qualitative descriptors
of these variables and their weights, specified as fuzzy sets on
the common universe of discourse U∗ = [0, 1]. The member-
ship function of Ω is denoted by µΩ(t), ∀t ∈ U∗, where t is
an ordinary weighted average that is calculated as

t = φ(x1, . . . , xm, w1, . . . , wm) =
x1w1 + . . .+ xmwm

w1 + . . .+ wm
(12)

where xg ∈ Vg and wg ∈ Wg, g = 1 . . .m. By the extension
principle, the membership function of Ω is:

µΩ(t) = sup
(
min(µV1(x1), µW1(w1)), . . . ,

min(µVm(xm), µWm(wm))
)

(13)
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Thus, finding the exact membership function µΩ(t) is compli-
cated and computationally expensive. Recognizing this, a dis-
crete approximate method that makes use of the α-cut fuzzy
arithmetic, is exploited to aggregate fuzzy sets (see [Chang
et al., 2006] for more details). In particular, the α-cut of a
variable Vg and its weight Wg, g = 1 . . .m are

(Vg)α = {(xg, µVg (xg))|xg ∈ Vg, µVg (xg) ≥ α} (14)

(Wg)α = {(wg, µWg (wg))|wg ∈Wg, µWg (wg) ≥ α} (15)
These α-cuts are crisp intervals and can be expressed in con-
tinuous closed form as

(Vg)α = [(ag)α, (bg)α] =
[
min{xg ∈ Vg|µVg (xg) ≥ α},

max{xg ∈ Vg|µVg (xg) ≥ α}
]

(16)

(Wg)α = [(cg)α, (dg)α] =
[
min{wg ∈Wg|µWg (wg) ≥ α},

max{wg ∈Wg|µWg (wg) ≥ α}
]
(17)

where (ag)α and (cg)α are the left endpoints of (Vg)α and
(Wg)α, g = 1 . . .m, respectively. Analogously, (bg)α and
(dg)α are the right endpoints of (Vg)α and (Wg)α, g =
1 . . .m.

From this, the α-cut (Ω)α can be obtained such that

(Ω)α =
[
minφ(x1, . . . , xm, w1, . . . , wm),

maxφ(x1, . . . , xm, w1, . . . , wm)
]

(18)

where ∀α ∈ (0, 1], (ag)α ≤ xg ≤ (bg)α, (cg)α ≤ wg ≤
(dg)α, ag, xg, bg ∈ Vg and cg, wg, dg ∈ Wg, g = 1 . . .m.
Due to the monotonicity of the function φ, this equation can
be simplified to become

(Ω)α =
[

min
wg∈{(cg)α,(dg)α}

fL(w1, . . . , wm),

max
wg∈{(cg)α,(dg)α}

fR(w1, . . . , wm)
]

(19)

where fL(w1, . . . , wm) and fR(w1, . . . , wm) are defined as

fL(w1, . . . , wm) = f((a1)α, . . . , (am)α, w1, . . . , wm)

=
(a1)αw1 + . . .+ (am)αwm

w1 + . . .+ wm
(20)

fR(w1, . . . , wm) = f((b1)α, . . . , (bm)α, w1, . . . , wm)

=
(b1)αw1 + . . .+ (bm)αwm

w1 + . . .+ wm
(21)

4 Qualitative Model of Link Analysis
4.1 Problem Formulation
Link analysis can be conducted on a social network repre-
sentation of relations amongst references of real-world enti-
ties. This has been effectively exploited for link prediction in

[Liben-Nowell and Kleinberg, 2007], [Murata and Moriyasu,
2008] and author-name resolution in [Reuther and Walter,
2006]. An underlying link network is specified as an undi-
rected graph G = (V,E), which is composed of two sets:
the set of vertices V and that of edges E. Let X and R
be the set of all references and that of their relations in the
dataset, respectively. Then, vertex vi ∈ V denotes reference
xi ∈ X and each edge eij ∈ E linking vertices vi ∈ V and
vj ∈ V corresponds to a relation rij ∈ R between the refer-
ences xi ∈ X and xj ∈ X .

The current research concentrates on analysing a social
network whose edges correspond to ‘co-occurrence’ relations
amongst references. A relation rij ∈ R determines the fact
that references xi, xj ∈ X appear together in a specific ob-
servation. It is bi-directional such that rij is equivalent to
rji, ∀rij , rji ∈ R. As a result, edges in G are undirected and
any eij , eji ∈ E are equivalent. This approach is simple and
efficient regarding its associated procedures for information
acquisition and analysis.

Each edge eij ∈ E possess statistical information fij ∈
{1, . . . ,∞}, reflecting the frequency of a relation between
references xi and xj within the underlying dataset. In so do-
ing, the graph terminology used here becomes simple (i.e.
with no parallel edges), without losing any potential link in-
formation [Wasserman and Faust, 1994]. Let O be the set
of real-world entities, each being referred to by at least one
member of set X , a pair of references (xi, xj) are aliases
when both references correspond to the same real-world en-
tity: (xi ≡ ok) ∧ (xj ≡ ok), ok ∈ O. In practice, disclosing
an alias pair in a graph G involves finding a couple of ver-
tices (vi, vj), whose similarity s(vi, vj) is significantly high.
Intuitively, the higher s(vi, vj) is, the greater the possibility
of vertices vi and vj , and hence the more likely that the corre-
sponding references xi and xj constitute the actual alias pair.

4.2 Properties of Link Patterns
Link analysis makes use of the link-based similarity that is
measured upon link patterns between studied references. A
number of link-based similarity methods exist that evaluate
the similarity between information objects, including: Sim-
Rank [Jeh and Widom, 2002], PageSim [Lin et al., 2006]
and a variety of random walk methods [Fouss et al., 2007],
[Minkov et al., 2006] (see more details in [Getoor and Diehl,
2005], [Liben-Nowell and Kleinberg, 2007]). Despite no-
table achievement, these techniques are computationally in-
efficient compared to those simple methods developed for so-
cial network analysis (SNA) [Wasserman and Faust, 1994].
To further boost the performance of the SNA methodology
whilst maintaining its efficiency, the fuzzy aggregation model
is employed to provide a systematic framework for combin-
ing multiple link properties and consequently deriving an ac-
curate conclusion. Specifically, the following property mea-
sures are employed in the present research to illustrate the
potential of this approach.
• Cardinality (CT): The similarity amongst social mem-

bers can be decided upon their ‘common neighbours’.
With a social network being represented as an undi-
rected graph G = (V,E), neighbours Nvi ⊂ V of each
vi ∈ V form a set of vertices directly linked to vi, i.e.
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eij ∈ E, vi ̸= vj ,∀vi, vj ∈ V . Effectively, the common
neighbours of vi, vj ∈ V can be identified as Nvi ∩Nvj .
The similarity between vi and vj is then determined by
the ‘cardinality’ of their shared neighbours, |Nvi ∩Nvj |.

• Uniqueness (UQ): Cardinality based methods are sim-
ple, but greatly sensitive to noise, often generating a
large proportion of false positives [Reuther and Walter,
2006]. To refine the estimation of similarity values, the
‘uniqueness’ measure has been suggested as the addi-
tional criterion to CT [Boongoen et al., 2010]. Given a
graph G(V,E), a uniqueness measure UQk

ij of any two
objects i and j (denoted by vertices vi, vj ∈ V ) can be
approximated from each joint neighbour k (denoted by
the vertex vk ∈ V ) as follows:

UQk
ij =

fik + fjk∑
m fmk

(22)

where fik is the frequency of the link between objects i
and k occurring in data, fjk is the frequency of the link
between objects j and k, and fmk is the frequency of the
link between object k and any object m. To summarise
the uniqueness of joint link patterns UQij between ob-
jects i and j, the ratios estimated for each shared neigh-
bour are aggregated as

UQij =
1

n

n∑
k=1

UQk
ij (23)

where n is the number of overlapping neighbour objects
that objects i and j are commonly linked to.

4.3 Aggregation-Based Similarity Evaluation
The semantics of numerical similarity and link-property val-
ues are subject to individual perception and can become inef-
ficient for coherent human interpretation and communication.
Besides, numerical descriptions of a property measure may
be inaccurate, usually due to a few link patterns with unduly
high values. Such skewed distribution of link patterns often
causes the others to be overlooked. The case may become
worse when such a property is aggregated with other proper-
ties. The fuzzy AOM approach helps to make the process of
similarity estimation more accurate and interpretable.

A fuzzy AOM model is herein established with qualitative
variables VCT and VUQ, which stand for the aforementioned
CT and UQ property measures. Suppose that the correspond-
ing label sets are LCT = {Small,Medium,Large} and
LUQ = {V ery Low,Low,Moderate,High, V ery High}.
These qualitative descriptors are semantically defined by the
collections of fuzzy sets FCT1 and FUQ1, matching those
presented in Fig 2(b) and Fig 3(b), respectively. To gener-
alise the performance of the proposed aggregation model, ad-
ditional partitions of fuzzy sets (FCT2 and FUQ2, see Fig 4)
that define label sets of LCT and LUQ, are also employed in
this study. The weights WCT and WUQ (of VCT and VUQ)
are expressed by the label set LW and fuzzy sets FW , which
are identical to LUQ and FUQ1.

Based on Equations 19-21, the fuzzy OMS that represents
the order-of-magnitude similarity, can be estimated from

Figure 4: Definition of fuzzy sets for (a) FCT2 and (b) FUQ2,
used in the fuzzy AOM model.

property measures (VCT and VUQ) and their weights WCT

and WUQ such that

(OMS)α =
[

min
wg∈{(cg)α,(dg)α}

fL(wct, wuq),

max
wg∈{(cg)α,(dg)α}

fR(wct, wuq)
]

(24)

where wct, cct, dct ∈ WCT , wuq, cuq, duq ∈ WUQ,
fL(wct, wuq) and fR(wct, wuq) are defined by

fL(wct, wuq) = f((act)α, (auq)α, wct, wuq)

=
(act)αwct + (auq)αwuq

wct + wuq
(25)

fR(wct, wuq) = f((bct)α, (buq)α, wct, wuq)

=
(bct)αwct + (buq)αwuq

wct + wuq
(26)

where act, bct ∈ VCT and auq, buq ∈ VUQ.
To support consistent interpretation and comparison,

OMS values are mapped onto the standard ordered set
LS = {lS1 , . . . , lSnS} of nS qualitative labels, specified
on the universe of discourse U∗ = [0, 1]. The se-
mantics of each label lSt , t = 1 . . . nS is represented by
the fuzzy set fS

t ∈ FS , FS = {fS
1 , . . . , f

S
nS}. As

an example, fuzzy OMS can be expressed using LS =
{V ery Low,Low,Moderlate,High, V ery High}, where
the corresponding fuzzy sets fS

t , t = 1 . . . 5 are identical to
those of FUQ1 (see Fig 3(b)). Given this, OMS is mapped
onto each label in LS as follows:

OMS = (lSj , β
S
j (OMS)), j = 1 . . . nS (27)

where βS
j (OMS) is defined by

βS
j (OMS) = max

∀t∈U∗
min(µfS

j
(t), µOMS(t)) (28)

5 Application of Qualitative Link Analysis to
Alias Detection in Intelligence Data

5.1 False Identity Detection in Intelligence Data
Identity is a set of characteristic descriptors unique to a spe-
cific person, which can be principally categorised into three
types of attributed, biographical and biometric identity, re-
spectively [Clarke, 1994], [Wang et al., 2006]. Initially with
attributed identity, a person can be identified using descrip-
tions of name, details of parents, date and place of birth. Bio-
graphical identity constituted from personal information over
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a life span (e.g. criminal, educational and financial history)
can also be exploited for such purpose. Comparing to bio-
metric identity like fingerprints and DNA features, the first
two types are greatly subject to deception as they are much
easier to falsify. The main focus of the current research is
to disclose the possibility of attributed identity being falsely
or deceptively specified, especially for the case of personal
names. Note that name deception is the practice commonly
adopted by criminal cases [Wang et al., 2006].

To appreciate the challenge facing false identity detection,
the ‘Terrorist’ data has been constructed by extracting 919
real alias pairs from terrorism-related web pages and news
stories [Hsiung et al., 2005]. Each of the 4, 088 nodes in
this link network corresponds to the name of a person (crim-
inal/terrorist), place or organisation, while each of the 5, 581
links denotes the co-occurrence of a specific pair of names.
Existing models developed with regard to this dataset are dis-
similar to those of using the OMS and other link-based mea-
sures, due to their fundamental differences in the learning
schemes adopted (i.e. supervised vs. unsupervised).

Figure 5: Percentage of true alias pairs in different datasets,
categorised in accordance with their text-based similarity (us-
ing Jaro).

Figure 5 shows the number of alias pairs in Terrorist and
other data collections (see [Shen and Boongoen, 2010] for
details about these datasets), with respect to different set-
tings of the Jaro string-matching measures [Navarro, 2001].
Clearly, name ambiguity in intelligence data such as Terrorist
is highly subject to intentional deception. This differs from
the problem regarding publication data (DBLP1), which is
caused mostly by human entry errors, and the problem re-
garding email data (EmailThread1), which originates from
an automated identification system. Typical string-matching
techniques [Navarro, 2001] are effective to discover only a
small number of aliases, whose matching scores are very
high. They fail to reveal the association between the follow-
ing pairs of terrorists’ names, whose overlapping text con-
tent is void: (‘ashraf refaat nabith henin’, ‘salem ali’), (‘bin
laden’, ‘the prince’), (‘bin laden’, ‘the emir’) and (‘abu mo-
hammed nur al-deen’, ‘the doctor’). It is therefore interesting
to investigate if fuzzy OMS can tackle the burden of disclos-
ing such unconventional truth.

5.2 Performance Evaluation of OMS Measure
In this work, modelling parameters such as fuzzy-set defini-
tions in describing the OMS values, link-property measures
and corresponding weights are subjectively designed by do-
main experts, and hence are data-independent. Such parame-
ter settings are not assumed to have been optimised and their

use may lead to performance variations with respect to differ-
ent datasets that exhibit different characteristics.

To better gauge the effectiveness of the proposed approach
without resorting to substantial overheads of computation,
two weighting schemes (W1 = {WCT = High,WUQ =
Moderate} and W2 = {WCT = High,WUQ = High})
and two different collections of property-specific fuzzy sets
({FCT1, FUQ1} and {FCT2, FUQ2}) are employed (see
details in subsection 4.3). This results in the following
OMS measures, which are investigated herein: OMS1 ←
{FCT1, FUQ1,W1}, OMS2← {FCT1, FUQ1,W2}, OMS3

← {FCT2, FUQ2,W1} and OMS4 ← {FCT2, FUQ2,W2}.
These OMS measures are assessed against various unsuper-
vised methods that have been developed for a similar prob-
lem, including:

• Basic property measures that are exploited to construct
the proposed OMS methods: numerical CT and UQ.

• Well-known link-based similarity techniques: SimRank
(SR) [Jeh and Widom, 2002] and PageSim (PS) [Lin et
al., 2006]. SimRank was introduced for evaluating sim-
ilarity amongst objects in citation and web-page graphs.
Its underlying mechanism relies on the normalised CT
measure, which is refined through an iterative expansion
of neighbouring context. Likewise, PageSim was devel-
oped to capture similar web pages based on associations
implied by their hyperlinks. To determine the proximity
between web pages, it exploits the random-walk mech-
anism over a link network, in which nodes (correspond-
ing to web pages) are ranked using PageRank [Brin and
Page, 1998] of the Google search engine.

• String-matching techniques: Jaro (JR), Levenshtein
(LT), Q-grams (QG) and Needleman-Wunsch (NW) (see
details in [Navarro, 2001]). To consolidate the in-
vestigation with this paradigm, the aggregation of dif-
ferent string-matching scores [Branting, 2002], [Lyras
et al., 2008] is also examined. For matching scores
sγ(st1, st2) ∈ [0, 1] between string st1 and st2 that are
estimated by the algorithm γ ∈ {JR, LT, QG, NW}, its
aggregated measure s∗(st1, st2) is

s∗(st1, st2) =
∑

∀γ∈{JR,LT,QG,NW}

wγsγ(st1, st2)

(29)
where wγ ∈ [0, 1] and

∑
∀γ wγ = 1. The simplest

aggregation model (denoted by TXT-AVG) exploits the
arithmetic average, such that wγ = 1

n , where n denotes
the number of matching scores to be aggregated. For the
current configuration with n being 4, each wγ = 0.25.
Another aggregation model (TXT-REL) is also investi-
gated here. It implements the weight determination pro-
cedure of [Boongoen and Shen, 2010], where a higher
weight is allocated to more reliable input-argument. The
reliability of each score is determined by the distance to
its k-nearest neighbours (k = 1 in this assessment).

• Computational linguistic methods: BN [Baroni et al.,
2002] and SC [Schone and Jurafsky, 2000] which dis-
cover morphologically related words in an unannotated
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corpus. These techniques work without employing a pri-
ori knowledge regarding to the linguistic properties of
investigated words. To justify the similarity s(p1, p2) of
any pair of words (p1 and p2), they combine the corre-
sponding appearance-based and semantic-based similar-
ity measures (Λ(p1, p2) ∈ [0, 1] and Φ(p1, p2) ∈ [0, 1],
respectively):

s(p1, p2) = wΛΛ(p1, p2) + wΦΦ(p1, p2) (30)

where wΛ, wΦ ∈ [0, 1] and wΛ + wΦ = 1.
In particular, for the BN model, the semantic similar-
ity of Φ(p1, p2) is determined by the frequency of co-
occurrence between p1 and p2. For the SC method, this
measure is defined by the correlation between vectors
Tp1 and Tp2 , containing the frequencies (presented as z-
scores) in which p1 and p2 co-occur with other words in
the dataset. The semantic similarity is estimated from
the cosine of the angle between Tp1 and Tp2 :

cos(Tp1 , Tp2) =
Tp1 . Tp2

||Tp1
|| ||Tp2

||
(31)

In conducting the performance evaluation, JR and LT are
used to estimate the two appearance-based similarities,
respectively. The final result is achieved using a sim-
ple arithmetic average (i.e. wΛ = wΦ = 1

2 ). Given
this configuration, semantic similarity (BN and SC) and
combined measures (BN-JR, BN-LT, SC-JR and SC-LT)
can be obtained.

Table 2 compares the numbers of successfully disclosed
alias pairs by the examined methods over the Terrorist data,
with respect to the number of retrieved entity pairs (K) of the
highest similarity measures. These results suggest that the
OMS methods substantially improve the effectiveness of the
elementary measures, CT and UQ. In addition, they usually
outperform the more complex SR and PS, and the text-based
techniques investigated. Note that the precision and recall
measures are estimated by

Precision =
Number of disclosed alias pairs

Number of retrieved entity pairs

Recall =
Number of disclosed alias pairs

Number of all alias pairs

To illustrate the deficiency of the numerical link-based
methods, Table 3 presents the number of retrieved entity pairs
(K), each with a similarity value greater than a given thresh-
old (α), and the corresponding number (D) of disclosed alias
pairs. These results show that both PS and CT generate inac-
curate similarity descriptions. This is because certain entity
pairs possess unduly high measures, which mislead the inter-
pretation of those belonging to other pairs. Even though SR
and UQ do not encounter this problem, they are ineffective
for alias detection giving low precision statistics. Further-
more, based on Table 4, qualitative descriptions (e.g. ‘High’)
generated by the OMS measures are more accurate than those
by CT and PS. This indicates that the OMS approach is effec-
tive to tackle the problem of exceptionally high-valued cases

Table 2: Number of alias pairs disclosed by each method,
with the corresponding precision/recall given in brackets.

Method K=400 K=600 K=800
OMS Measures
OMS1 54 (0.135/0.059) 85 (0.142/0.092) 129 (0.161/0.140)
OMS2 57 (0.143/0.062) 77 (0.128/0.084) 112 (0.140/0.122)
OMS3 116 (0.290/0.126) 148 (0.246/0.161) 151 (0.189/0.164)
OMS4 104 (0.260/0.113) 145 (0.242/0.158) 160 (0.200/0.174)
Link-Based
CT 5 (0.012/0.005) 5 (0.008/0.005) 77 (0.096/0.084)
UQ 0 (0.0/0.0) 0 (0.0/0.0) 0 (0.0/0.0)
SR 0 (0.0/0.0) 1 (0.002/0.001) 1 (0.001/0.001)
PS 36 (0.090/0.039) 63 (0.105/0.069) 79 (0.098/0.086)
String-Matching
JR 33 (0.083/0.036) 40 (0.067/0.044) 43 (0.054/0.047)
LT 34 (0.085/0.037) 44 (0.073/0.048) 50 (0.063/0.054)
QG 31 (0.078/0.034) 37 (0.062/0.040) 46 (0.058/0.050)
NW 36 (0.090/0.039) 41 (0.068/0.045) 48 (0.060/0.052)
TXT-AVG 35 (0.088/0.038) 42 (0.070/0.046) 47 (0.059/0.051)
TXT-REL 36 (0.090/0.039) 45 (0.075/0.049) 52 (0.065/0.057)
Morpheme-Based
BN 1 (0.003/0.001) 0 (0.0/0.0) 0 (0.0/0.0)
BN-JR 0 (0.0/0.0) 0 (0.0/0.0) 1 (0.001/0.001)
BN-LT 0 (0.0/0.0) 1 (0.002/0.001) 1 (0.001/0.001)
SC 0 (0.0/0.0) 0 (0.0/0.0) 1 (0.001/0.001)
SC-JR 0 (0.0/0.0) 0 (0.0/0.0) 0 (0.0/0.0)
SC-LT 0 (0.0/0.0) 0 (0.0/0.0) 0 (0.0/0.0)

within a network. Additionally, the precisions of these quali-
tative methods are substantially greater than those of their SR
and UQ counterparts.

Table 3 also includes the result of TXT-RE (threshold-
based performance analysis), a representative text-based ap-
proach. It is remarkably effective to discover the minor-
ity of alias pairs with very high appearance similarity (e.g.
when similarity > 0.9). However, as compared to the OMS
measures, its performance decreases drastically with slightly
lower threshold values (e.g. 0.8 or 0.7). It even becomes im-
material with the ‘highly deceptive case’ where overlapping
textual content is void (i.e. TXT-REL similarity is 0).

For the 183 name pairs in Terrorist that are highly decep-
tive, Fig 6 presents the number of such pairs that are re-
vealed by different link-based methods (regarding the number
of those retrieved pairs (K) of the highest similarity values).
This result indicates that the OMS approach is effective for
tackling the problem of deception detection, with the perfor-
mance being generally robust to different parameter settings.

Figure 6: The number of ‘highly deceptive’ alias pairs discov-
ered from K name pairs of the highest similarity measures.
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Table 3: Numbers of retrieved (K) and discovered (D) alias pairs by examined methods at different thresholds (α), where the
corresponding (precision/recall) measures are given in brackets.

α PS SR CT UQ TXT-REL
K D K D K D K D K D

0.9 3 0 (0.0/0.0) 1,587 2 (0.001/0.002) 3 0 (0.0/0.0) 497 0 (0.0/0.0) 343 31 (0.090/0.034)
0.8 3 0 (0.0/0.0) 1,597 2 (0.001/0.002) 3 0 (0.0/0.0) 512 0 (0.0/0.0) 2,251 104 (0.046/0.113)
0.7 3 0 (0.0/0.0) 1,657 2 (0.001/0.002) 3 0 (0.0/0.0) 558 0 (0.0/0.0) 23,178 209 (0.009/0.227)
0.6 3 0 (0.0/0.0) 2,272 2 (0.0008/0.002) 3 0 (0.0/0.0) 1,245 0 (0.0/0.0) 377,056 328 (0.001/0.357)
0.5 3 0 (0.0/0.0) 4,582 2 (0.0004/0.002) 3 0 (0.0/0.0) 1,938 1 (0.0005/0.001) 2,393,002 513 (0.000/0.558)
0.4 4 0 (0.0/0.0) 5,755 28 (0.005/0.030) 3 0 (0.0/0.0) 2,625 6 (0.002/0.006) 5,122,131 709 (0.000/0.771)
0.3 5 0 (0.0/0.0) 10,224 125 (0.012/0.136) 3 0 (0.0/0.0) 4,041 51 (0.012/0.055) 5,743,556 732 (0.000/0.797)
0.2 14 0 (0.0/0.0) 18,064 175 (0.009/0.190) 11 0 (0.0/0.0) 8,441 237 (0.028/0.258) 5,811,998 736 (0.000/0.801)
0.1 61 0 (0.0/0.0) 36,743 271 (0.007/0.295) 67 0 (0.0/0.0) 18,642 328 (0.017/0.357) 5,811,998 736 (0.000/0.801)
0.0 708,613 468 (0.0006/0.51) 708,613 468 (0.0006/0.51) 81,985 366 (0.004/0.398) 81,985 366 (0.004/0.398) 5,811,998 736 (0.000/0.801)

Table 4: Numbers of retrieved (K) and discovered (D) alias pairs by the OMS measures with different thresholds (α), where
the corresponding precision/recall measures are given in brackets.

α OMS1 OMS2 OMS3 OMS4

K D K D K D K D
≥ V H 76 3 (0.040/0.003) 76 3 (0.040/0.003) 32 3 (0.094/0.003) 28 2 (0.071/0.002)
≥ H 1,566 188 (0.120/0.205) 1,566 188 (0.120/0.205) 2,304 241 (0.105/0.262) 2,290 237 (0.103/0.258)
≥ M 12,814 251 (0.020/0.273) 12,814 251 (0.020/0.273) 14,253 258 (0.018/0.281) 14,281 258 (0.018/0.281)
≥ L 81,985 366 (0.004/0.398) 81,985 366 (0.004/0.398) 81,985 366 (0.004/0.398) 81,985 366 (0.004/0.398)

5.3 Explanatory Support with OMS Approach
With the OMS approach, it is feasible to present the simi-
larity assessment in terms of ordered linguistic labels, such
as ‘High’ or ‘Low’. This ability of computing-with-words
supports coherent interpretation and natural communication
amongst intelligence data analysts. This is hardly achievable
through numerical measures whose values may often be in-
consistently justified upon analysts’ own evaluation scales,
which may be deeply dictated by personal experience, bias
and urgency of response. For the present research, qualita-
tive descriptors of link property measures, their weights and
the ultimate similarity degree are designed by human experts,
each covering a range of possibilities (though usually to a
certain degree). This is in line with the linguistic approach to
social network analysis, recently established in [Yager, 2008].

With examples from the Terrorist data, Table 5 illustrates
a variety of the OMS similarity classes and their supporting
measures of CT and UQ. Note that the following sets of ab-
breviation are used for simplicity: (VH = Very High, H =
High, M = Medium, L = Low, VL = Very Low, D = Dis-
similar) for the OMS and UQ qualitative values, and (VL
= Very Large, M = Medium, S = Small) for the CT mea-
sures. It can be seen that the similarity of an entity pair is not
only categorised into a qualitative class over the coherently-
interpretable scale, but the underlying causes of such justifi-
cation can also be linguistically explained. For instance, the
similarity of the entity pair (‘abu abdallah’, ‘the teacher’) is
‘Very High(0.1), High(0.65)’ because its corresponding car-
dinality and uniqueness measures of their joint link patterns
are ‘Large(0.25), Medium(0.75)’ and ‘Very High(1.0)’, re-
spectively.

Such an explanatory mechanism can assist data analysts to
validate the results generated by the OMS approach. This ca-
pability can help in reducing the problem of false positives,
which is usually difficult to address with quantitative link-

based methods. In particular, an analyst can better analogi-
cally compare the generated outcome with human concepts of
true aliases and false decisions, which have been built upon
first-hand experience of resolving past cases. Also, the ex-
planatory formalism allows a flexible, linguistic-like retrieval
of suspected cases, which has proven effective for publica-
tions and online resources [Bordogna et al., 2003], [Kraft et
al., 1998].

Clearly, the above experimental evaluations consistently
demonstrate that the present work significantly outperforms
typical existing approaches. Although the precision and re-
call rates achievable by this work may appear to be rather
low for the Terrorist data, with regard to the usual expecta-
tion in other problem domains, it is remarkable to be able to
reach such a level of detection. This is because the underlying
true alias are typically intentionally deceptive and misleading.
Any positive identification is of great importance in aiding in-
telligence data analysts, for instance, to draw their attention
to such possible alias pairs which alternative approaches may
fail to detect. Recent applications of this research in differ-
ent problem domains such as student academic performance
evaluation [Boongoen et al., 2011] have indeed shown that
the precision and recall rates can reach much higher values.

6 Conclusion
This paper has presented a novel approach to developing
fuzzy set based order-of-magnitude model for qualitative link
analysis. Unlike many link-based techniques that concentrate
on one specific measure of common neighbours (e.g. car-
dinality), the proposed approach combines a number of link
properties in order to refine the evaluation of similarity. As
a result, this work allows coherent interpretation of, and rea-
soning with imprecise descriptions of numerical properties,
which is hardly feasible with pure numerical terms. This ex-
planatory entailment assists data analysts to validate the re-
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Table 5: Examples of OMS similarity assessment, with membership degrees given in brackets.
Entity Pair OMS CT UQ

ahmed majdalani-qiblani, abu iyad VH(0.53), H(0.20) L(1.00) H(0.83), M(0.17)
abu abdallah, the teacher VH(0.10), H(0.65) L(0.25), M(0.75) VH(1.00)
saif al-adel, sheik ahmed yassin H(0.36), M(0.41) L(0.75), M(0.25) L(0.67), VL(0.33)
zaheer ul-islam abbasi, pervez musharraf H(0.15), M(0.61) M (1.00) H(0.5), M(0.5)
osama bin ladin, osama bin laden L(0.68), VL(0.07) M(0.75), S(0.25) L(0.64), VL(0.36)
abu ali mustafa, dr subhu ghosheh L(0.27), VL(0.50) M(0.25), S(0.75) L(0.44), VL(0.56)

sults and to partially resolve the problem with false positives.
Empirically, this qualitative approach consistently outper-

forms typical existing methods over datasets available in the
terrorism domain (as well as in the publication and email
domains [Shen and Boongoen, 2010]). Although the order-
of-magnitude model is currently parameterised by expert-
directed specification of qualitative variables (link property
measures, their weights and the resulting similarity), its per-
formance is generally robust to different parameter settings.
However, the underlying qualitative definitions may be au-
tomatically determined with a data-driven learning process,
if relevant training data is available. This remains as active
research.
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